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1. Introduction
The issue of the control plane interface NG-C/NG2 and protocols used on this interface was discussed in RAN3#95 and an agreement was made to use SCTP. Additionally, a number of potential issues that may need to be address were captured in the TR 38.801 [1].
In this contribution we provide further inputs on this topic.
2. Discussion
RAN3 have agreed to use SCTP on the NG-C/NG2 interface, with IP as the transport protocol and yet-to-be-defined NG-AP protocol used on top of SCTP. Additionally, a number of issues has been agreed and captured in TR 38.801 [1] based on [3]: availability and scalability. More specifically, the paper [3] and the text in the TR 38.801 [1] focus on potential failure cases, thus providing justification for the usage of more than a single SCTP connection in the association between a gNB and a CCNF. 
We do acknowledge these issues, however we would like to point out one additional issue which may arise in NR/NGC if SCTP transport is used on the NG-C/NG2 interface in the same way as it is used in LTE on S1. This issue is not related to failure cases (which may be rare), but rather to typical way in which NGC may be deployed.

Since NGC can be deployed in a virtualized environment, it is reasonable to assume that NGC control functions may be instantiated and brought down dynamically – to accommodate spontaneous increased load or to save power when the load decreases. This is somewhat similar to MME load re-balancing in an MME pool, which was designed with similar purpose in mind, however since in virtualized environment this process may happen more frequently, the solution used in LTE/EPC is not adequate. 
In particular, there are two problems with the MME load re-balancing, which will become more acute in NR/NGC: persistent (“sticky”) association between the UE and a specific MME from an MME pool (since the identity of the serving MME (MMEC) being hard-coded in the temporary UE identifier) and persistent (“sticky”) association between SCTP connection and eNB/MME (or gNB/CNF). While the first issue is being discussed in SA2, the second issue needs to be addressed in RAN3, as it is concerned with the details of NG-C/NG2 interface. 
Observation 1: LTE/EPC MME load re-balancing solution is not adequate in NGC, which can be deployed in virtualized environment.

In LTE/EPC, there is a strict 1:1 association between the SCTP connection and S1 connection. That is, according to TS 36.300 [4]: “Once SCTP connectivity has been established, the eNodeB and MME shall exchange application level configuration data over the S1-MME application protocol with the S1 Setup Procedure, which is needed for these two nodes to interwork correctly on the S1 interface.”. This implies that if the same principle is applied in NR/NGC, once a new virtualized CCNF is instantiated or brought down, not only the SCTP connection must be re-established, but also the application level association between a gNB and a CCNF must be re-established. This may require unnecessary control plane signalling, waste of resources and UE service interruption. If, on the other hand, the NG-C/NG2 TNL association (i.e. SCTP connection) is decoupled from the NG-AP association, the problem is resolved.
Therefore, it is proposed to decouple the NG-C/NG2 TNL association from NG-AP association. 

Proposal 1: to decouple the NG-C/NG2 TNL association from NG-AP association.
Once it is agreed to decouple the SCTP connection from the NG-AP association, it also becomes possible and easy to allow the usages of multiple SCTP connections between a gNB and CCNF. Not only this will address the issue of NGC running in virtualized environment, but will also address the issues of availability and scalability.

Proposal 2: to allow the usage of multiple SCTP connections between a gNB and a NGC CCNF.

The suggested changes for TR 38.801 [1] illustrated in the appendix below and in the pCR [2].
3. Conclusions and Proposals
In the present contribution we make the following observations:

Observation 1: LTE/EPC MME load re-balancing solution is not adequate in NGC, which can be deployed in virtualized environment.

Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: to decouple the NG-C/NG2 TNL association from NG-AP association.

Proposal 2: to allow the usage of multiple SCTP connections between a gNB and a NGC CCNF.
The suggested changes for TR 38.801 [1] illustrated in the appendix below and in the pCR [2].
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7.2.6
NG Control Plane
The NG control plane interface (NG-C) is defined between the NR gNB/eLTE eNB and NG-Core entity. The control plane protocol stack of the NG interface is shown on Figure 7.2.6-1. The transport network layer is built on IP transport. For the reliable transport of signalling messages, SCTP is added on top of IP. The application layer signalling protocol is referred to as NG-AP (NG Application Protocol).
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Figure 7.2.6-1: NG Interface Control Plane
The SCTP layer provides the guaranteed delivery of application layer messages.
In the transport IP layer point-to-point transmission is used to deliver the signalling PDUs.
SCTP/IP is the agreed transport protocol for NG-C. 
The SCTP connection may be terminated in the cloud on the NGC side and therefore there should be no 1:1 association between the SCTP connection and the gNB/CCNF application level connection. The interface shall support the usages of multiple SCTP connections between a gNB and a CCNF.
7.2.6.1
List of Potential Requirements/Issues with usage of SCTP
Availability
Problem Statement

NG-C is likely to be terminated in the selected CCNF in an intermediate independent front end function in order to not expose the CCNF internal processing structure to the gNB. With a single SCTP termination point per gNB/CCNF pair a failure affecting the SCTP termination point may require recovery action such as re-initialisation of SCTP associations before service between the eNB and MME can be re-established. 

Scalability

Problem Statement

Scalability of a CCNF may require the ability to add or remove both SCTP termination points without interrupting service.
Support for NGC NFV

Problem Statement

It is expected that NGC will leverage Network Function Virtualisation (NFV) techniques. Specifically, it is expected that, contrary to today’s 3GPP Evolved Packet Core (EPC), the 5G system will provide a means to minimise the “stickiness” of a specific UE with a specific NGC control plane function and of a specific NG-C TNL connection and gNB/CCNF association. Due to dynamic nature of CCNF deployments in NFV, the MME load re-balancing solution in LTe/EPC is not adequate.
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