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1 Introduction

In [1] it is proposed to generalize the usage of the WT Association Confirmation to other use cases than when a certain UE becomes successfully associated with the WLAN following a successful WT Addition Preparation procedure. The use case in [1] which we find interesting is the intra mobility set mobility with temporary interruptions when mobility is made between WLAN APs belonging to different Access Controllers (AC). 
However, it is not clear to us what the benefit would be with the proposal in [1]. Our view is that the eNodeB also needs to be able to understand between which two APs mobility is made in order to achieve any improvement in network performance. Our analysis and a proposal on how to solve the use case above is presented in this paper as well as how this mechanism would be beneficial for an eNodeB implementing the functionality shown in [2].
2 Discussion
In [1] it is explained that interruptions may occur when moving between WLAN APs as:
“An intra-MS mobility event may cause a temporary interruption of the (LWA) WLAN data flow, which may be visible at the eNB thanks to flow control feedback”.
Our understanding of the problem, based on this description, is that since interruption of WLAN data flow may be visible to the eNodeB thanks to flow control feedback the eNodeB may take a suboptimal decision compared to what could be achieved if the eNodeB had some more information.
The claimed benefit in [1] is:
“The proposed indication would be beneficial for the eNB in order to learn more quickly that the interruption is now solved and to adapt accordingly the routing of the PDCP PDUs over WLAN.”‘

In our view, the claimed benefit is questionable because the WT Association Confirmation message is received when the UE has already made the WLAN mobility. This means that the eNodeB has probably already detected the interruption and has already acted upon this information. 
Conclusion 1: The solution in [1] does not provide any benefit regarding network performance.
In the following sections mobility between APs are analyzed and based on the result a modified proposal of the one in [1] is provided. 

2.1
Analysis of mobility between WLAN APs
The better the signal to noise ratio the more accurate and/or faster estimation of parameters in the signal can be made. Looking at interruptions visible to the eNodeB today they may be detected but the source of the disturbance is unknown (mobility within WLAN APs controlled by the same AC, mobility between WLAN APs controlled by different ACs or other reasons).
The document [1] is not clear on exactly when the WT sends the WT Association Confirm message. The updated description is:

“This procedure is initiated by the WT to give confirmation to the eNB that a certain UE successfully associated with the WLAN following a successful WT Addition Preparation procedure.”
This opens up to the following interpretations or a combination thereof:

1. The WT initiates the procedure when WLAN AP is changed or

2. The WT initiates the procedure sometimes (e.g. when AC is changed).

3. Some WLAN problems have occurred but were solved on the WLAN side.

We don’t think that the eNodeB shall be aware of how the WLAN network is deployed with respect to ACs. Instead, the problem we need to consider is how the eNodeB could use knowledge of accumulated interruption information related to mobility in WLAN in order to improve network performance. 

The following notation is introduced to model the interruption time covering the three interpretations above:
· T(t): Interruption time
· E1: Interruption due to mobility between WLAN APs

· E2: Interruption and recovery of association without change of WLAN AP.

· TE1(t): Interruption time because of E1
· TE2(t): Interruption time because of E2
· e(t):: Interruption time for other reasons than TE1 and TE2
Today the eNodeB is not aware of WLAN mobility hence the interruption times seen in the eNodeB can be modelled as:

T(t) = TE1(t) + TE2(t) + e(t)







(1)
The trade-off which the eNodeB needs to do is between detecting a broken path for data delivery as fast as possible and to simultaneously not incorrectly interpret WLAN mobility as a broken path for data delivery. 
If the eNodeB receives the WT Association Confirm message after the events E1 and E2 the eNodeB can correlate this with a recent increase in estimated interruption time hence increase the accuracy of the estimate of the interruption time due to other reasons.  
Looking at the solution today the eNodeB is unaware of all WLAN mobility and does not know which interruptions are caused by mobility or reconnections and which are caused by other reasons. Assuming that the proposal in [1] means that the eNodeB would get information about the events E1 and E2 it can remove/reduce the impact of these disturbances when estimating the interruptions caused by other reasons:
Tother(t) = e(t)
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Figure 1: Illustration of estimated interruption time according to the model (1)

Figure 1 illustrates an estimated interruption time on the y-axis and the time on the x-axis. The number shows the BSSID for the AP the UE has just started to use. The figure shows the larger interruption time when the change is from BSSID 1 to 5, 6 to 1 and 1 to 4 compared to the change from 3 to 1, 5 to 6, 1 to 3, to 2 and 2 to 1. This reflects the configuration into two clusters of WLAN APs where mobility between the clusters is comparatively slow. The first cluster contains WLAN APs with BSSID {1,2,3} and the second cluster BSSIDs {4,5,6}.

Observation 1: The proposed mechanism in [1] enables more accurate estimates of the interruption time due to reasons other than WLAN mobility and recovery of association in the same AP. 
Even though the eNodeB can achieve better estimates of the interruption times for other reasons than mobility it is unclear how the eNodeB can use this information to improve the system concerning the issue described in [1]. 
What in our view could be beneficial is if the eNodeB could estimate the interruption time between specific APs. An eNodeB could then learn between which APs mobility is particularly slow and could exclude such WLAN AP combinations when building the mobility set. This would also enable the eNodeB to detect link failure faster which in turn requires smaller buffer size needed per UE when using WLAN Aggregation in the eNodeB. 
The eNodeB could also use this information in order to be prepared for longer interruption times for UEs which are configured with a mobility set containing WLAN APs where the interruption time is known to be longer. When the WT has indicated that the UE is using an AP where mobility to a neighbor is likely to cause a long interruption it can be prepared by increasing the tolerances until releasing the UE and temporarily increase the buffer size for this UE. 

Observation 2: If the eNodeB knows between which APs mobility is made preventive actions can be taken by the eNodeB to improve performance of WLAN Aggregation with respect to long interruption time.
Observation 3: The following modification to the proposal in [1] would solve the problem addressed in [1]. Mandate that the WT shall always send WT Association Confirmation including an indicator of the serving WLAN AP and previously served WLAN AP, such as the BSSID, with criticality ignore after WLAN mobility and also after re-association to the same WLAN AP. In case the interruption is because of recovery in the same AP, the serving and previously served BSSID is set to the same value.

2.2 Additional benefit of adding the BSSID in the WT Association Confirmation message
As explained in [2] the WT Association Confirmation message enables automatic configuration of WLAN. However, if for instance a SSID or HESSID is not unique per WT the eNodeB needs send the WT Addition Request message to all potential WTs serving the SSID/HESSID. If the WT Association Confirmation message contains the BSSID of the serving AP the auto configuration process can be made more efficient. The eNodeB could, for example, configure the UE to use a SSID as mobility set. Since the eNodeB gets reports each time the UE successfully changes to a new WLAN AP under the same WT it will know which APs are served by this WT. 
Observation 4: The solution in Observation 3 would also have benefits for automatic configuration of the network.
3 Conclusions and Proposals
This paper shows why the proposal in [1] does not improve the network performance (Conclusion 1) without adding information such as BSSID for the APs between which WLAN mobility is made. We have also explained how the existing automatic configuration of the network would also benefit when including the BSSID for the APs. Therefore our proposal is:
Proposal: Capture in the specifications according to [3] that the WT shall send WT Association Confirmation including an indicator of the serving WLAN AP and previously served WLAN AP, such as the BSSID, with criticality ignore after WLAN mobility and also after re-association to the same WLAN AP. In case the interruption is because of recovery in the same AP, the serving and previously served BSSID is set to the same value.
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