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1. Introduction 
In this contribution, we mainly analyze the detail for the LWA flow control of the bearer group and provide the proposals.
2. Discussion 
DC mechanism for flow control 

In RAN3#90, the per bearer flow control is agreed and the DC like flow control mechanism is also applied for the LWA flow control.
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Fig.1 DC flow control mechanism
According to Fig.1, the MeNB could decide the offloaded data quantity for each bearer based on 1) The desired buffer size at the SeNB and 2) The in queue data quantity waiting to be transferred at the MeNB. 
QoS mapping impact on the flow control
At the WLAN MAC, packets are buffered and scheduled based on the AC (access category). Deferent AC has different priority to be scheduled. After the QoS mapping, the LWA bearer is associated with a dedicated AC. There are more than 10 QCIs and only 4 ACs at most. Therefore it is possible for multiple LWA associated with a UE are mapped to the same AC, e.g. bearer1and bearer2 of the UE. After the QoS mapping, the offloaded data from the bearer1 and bearer2 are buffered together and stays in the same AC queue for scheduling. 
The multiple LWA bearers over one AC is like multiple service flows over one 3GPP bearer. Just like the packets at 3GPP bearer with high QCI is scheduled preferentially, the packets in the AC with high priority and more opportunity to be scheduled and has shorter back off time in case confliction happen.
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Fig.2 QoS mapping

Observation1: The LWA bearers mapped to one AC are buffered and scheduled based on the AC.

The QoS mapping and the data scheduling feature of the WLAN MAC will impact the usage of the DC like flow control mechanisms, especially for the desired buffer size. 
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Fig.3 LWA flow control mechanism
According to Fig.3, it is assumed that bearer1 and bearer2 are mapped to the same AC. So bearer1 and bearer2 construct a bearer group. At the WLAN side, the desired buffer is for the whole bearer group.  The offloaded data of a bearer of the bearer group occupies a portion of the desired buffer. In generally, the more buffer portion is issued for a bearer, the more data of the bearer could be offloaded to the WLAN. For a bearer, the more data is offloaded to the WLAN, the data of the bearer has the more opportunity to be scheduled. Then the faster data rate will be reached at the WLAN side for the bearer.  As shown in the Fig4, e.g. the sum of the data rate is 10 PDU/s, for bearer1 and bearer2, 6PDU /s and 4PDU/s are reached respectively. When the bearer1’s PDU is increase in the queue, the space left for bearer2’s PDU becomes smaller.
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Fig4. Data Queue in an AC
Decision of the buffer portion for each bearer
In order to support the data offload of each bearer, the portion of the desired buffer for each bearer of a bearer group need to be decided.  

The decision of the buffer portion for each bearer may consider the factors as follows
· The 3GPP QoS, especially the QCI. 
·  The data quantity waiting at the eNB side. At the eNB side, if the “in queue” PDUs waiting to be transferred of bearer1 is greatly more than that of bearer2. With the shared buffer size, the eNB could offload the PDUs of bearer1 more aggressively, i.e. offload more PDUs of bearer1 to the WLAN and offload less PDUs of bearer2.

· The waiting time of data at the eNB side. The decision of the bearer portion should consider the efficiency and fairness. QCI is not the only input for the scheduling priority, the data with the lower QCI and long waiting time should also be considered as high priority for the fairness. In another words, even if the data at the lower QCI, it may be prioritized to be scheduled. This is already supported at the eNB side.

· The operator’s policy, some data is prioritized to be offloaded, e.g. the video. Although the video’s QCI may be lower, the eNB would like to offload more video data to the WLAN side. 

An example for the consideration of the QCI and the waiting data quantity together:  It is assumed the QCI of bearer1 is higher than the QCI of bearer2

· If the waiting data of bearer1 and bearer2 are almost the same, W.R.T the QCI of bearer1 is higher than that of bearer2, the 60% of the buffer could be applied for bearer1.

· If the waiting data of bearer1 is much more than bearer2, the offload of bearer could be more aggressively. The 70% of the buffer could be applied for bearer 1.  

· If the waiting data of bearer2 is much more than bearer1, 40% already satisfies the requirement of bearer1, the 40% of the buffer applied for bearer 1 and the rest 60% is for bearer2.
In hence, the QCI is a critical factor to decide the buffer portion but it is not enough to decide the buffer portion for each bearer. 

Observation2: The QCI is not the enough to decide the buffer portion for the bearer of the bearer group. 
Either the eNB or the WT could be candidate to decide the buffer portion for each bearer of the bearer group. For the alternative of the WT. i.e., the WT decides a portion of shared buffer size for a bearer of the bearer group and feedbacks it to the eNB as the desired buffer size for the bearer.  However, there are a lot of disadvantages to support the WT alternative: 
· The only useful information for the WT to decide the buffer portion is the 3GPP QoS of the offloaded bearer. However, the 3GPP QoS indicated to the WT is to assist the QoS mapping between 3GPP and WLAN. The mapping rules of the QCI and the AC is configured by the operator. The WT just executes the mapping according the mapping rule without the comprehension of the meaning of QCI. The 3GPP QoS at the WT side is for information rather than mandatory to be used.
· The WT doesn’t know how many PDUs are waiting at the eNB, the allocated buffer portion may not suitable for each bearer: wasted, not enough, not efficient or not fair.
·  We could require the eNB to supply the waiting data status at the WT side, but the quantity of the waiting data dynamically changes. It depends on how much data will be sent by the AS. The WT will be too complex and the Xw interface will be too busy.

· The WT doesn’t know the operator policy .
Observation3: The only useful information at the WT side for flow control is the 3GPP QoS but the WT is not  required to understand the 3GPP QoS.
In comparison, the alternative of the eNB is more straightforward and more efficient. The WT just supply the real shared buffer size to the eNB and let the eNB work as the flow control center for each offloaded bearers. 

The desired buffer size for E-RAB IE could be reused to indicate the shared buffer size. An additional associated E-RAB IE is provided to the eNB as well to notify the desired buffer size is shared by the E-RAB and the associated E-RABs. It is beneficial to hide the WLAN QoS detail to the eNB.

Proposal1:The eNB decides the buffer portion for the bearer of the bearer group.
proposal2: To feedback to the eNB the shared buffer size of the bearer group and the association of bearers of the bearer group.
3. Conclusion 

In this contribution, we mainly analyze the detail for the LWA flow control of the bearer group and provide the proposals.
Observation1: The DC flow control mechanism could be considered to define the LWA flow control, i.e. with regard to the successfully delivered data, the desired buffer size and the data lost over Xw.
Observation2: The QCI is not the enough to decide the buffer portion for the bearer of the bearer group. 
Observation3: The only useful information at the WT side for flow control is the 3GPP QoS but the WT is not  required to understand the 3GPP QoS.
Proposal1:The  eNB to decides the buffer portion for the bearer of the bearer group.
proposal2: To feedback to the eNB the shared buffer size of the bearer group and the association of bearers of the bearer group.
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