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1 Introduction

This contribution includes the proposal for an additional method for the IP and ATM interworking between UTRAN nodes by means of an Interworking Unit (IWU), using the Resource Reservation Protocol (RSVP) in the IP side to establish the transport connections.

2 Interworking Problem Summary

Requirements section 5.5 of the TR 25.933 states that an ATM UTRAN node shall be able to interwork with an IP UTRAN node in both control and user planes. This interworking can be achieved by several ways and it is implementation dependant, e.g. implementing a dual stack node or with the use of an Interworking unit for the conversion of the IP TNL to the ATM TNL.  

If the IWU Solution is selected, the solution proposed should not have any impact on the affected ATM UTRAN nodes. One extra element is included in the transport network acting as a TNL gateway between IP and ATM.

The solution shall allow the ATM RNC to pass QoS parameters to the IP UTRAN node in order to apply certain QoS in both ATM and IP transport networks without affecting the RNL signalling involved. With this is mind; the IWU should handle both TNL planes (control and user) to allow the application of the QoS signalled by the TNL control plane into the User plane. The user plane conversion is simple; it results in address mapping (UDP ports/IP address to CID/Path ID and vice versa).

For the control plane there is a need for a TNL CP protocol for the IP side. Q.2630 (CS-1 and CS-2) is the protocol for the ATM user plane. 

3 RSVP as the ATM/IP Interworking protocol

This approach consist on the use of the Resource Reservation Protocol (RSVP) as the IP TNL control plane that allows:

1.- The signalling of the QoS parameters to the IWU (IP originated case)

2.- The application of the QoS signalled by Q.2630 (ATM Originated case)

3.- The simplification of the IWU. This would be reduced to an IWF integrated in a typical IP router, less expensive to operators and easier to provide by vendors and also making the UTRAN transport more standard to the classical IP transport, since RSVP is commonly implemented in the IP routers.

RSVP [1] is a protocol designed for integrated services in Internet allowing the establishment of simplex IP sessions for many different types of applications (it handles different flows with different QoS). The advantages of this protocol is that a limited number of messages are needed to define the behavior that is explained in this document, together with the QoS orientation of RSVP. It also allows defining new objects where, in this case, the needed ATM parameters will be transferred to the IWU in order to be able to establish ATM connections.

As basic operation, the TNL-IWU will receive either Q.2630 establishment requests or RSVP Path messages and be able to generate the appropriate messages on the other side with the information included in the received messages. Therefore, RSVP signalling is only valid between IP UTRAN node and IWU, and ATM signalling is valid between ATM UTRAN node and IWU.

3.1 Working scenarios

This section covers the main scenarios including establishment and release of transport connections, including the issues derived from this kind of implementation.

3.1.1 ATM UTRAN Node initiated RL Setup procedure

In this scenario an ATM SRNC (CRNC) sends a RL Setup Request message to an IP DRNC (Node B), which sends back a RL Setup Response message including SUGR (binding ID) and A2EA (Transport Layer Address) IWU among other parameters.

The TNL messages are depicted in the figure below:
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Figure 1: Interaction between ATM SRNC (CRNC) and IP DRNC (Node B)
Procedure:

1. Radio Link Setup procedure. In addition to the SUGR, PT (only in R4) and SSCS Information, the IP node sends the Transport Layer Address of the IWU in the RADIO LINK SETUP RESPONSE message. 

2. After RL Setup procedure is completed, SRNC (CRNC) sends an ERQ message to the IWU.

3. Upon reception of ERQ message and after granting the admission of the new AAL2 connection, the IWU sends a PATH message to the DRNC (Node B) with the help of a table to convert ATM ports to IP addresses. This message will include the QoS parameters needed for the Admission control (SENDER_TEMPLATE, SENDER_TSPEC, DCLASS and SUGR), and additionally it may provide the DiffServ code points to use for the bearer flow (with the inclusion of the DCLASS object in the Path message). 

4. Upon reception of a Path message the DRNC (Node B) sends a RESV and a PATH messages to the IWU if no other session with the requested Binding-ID (SUGR) is set (note that a reservation is needed for each direction as well as a previous definition of the connection QoS by means of the PATH message). If any of these messages fail, a timer waiting for an incoming Path message in the IWU or the PathErr and ResvErr messages incoming to the IWU will make that SRNC (CRNC) and IWU consider the ERQ as failed. Also note that there is a need for a RNC_ID to A2EA_IWU conversion in the DRNC database.

5. Upon reception of the Path message, the IWU sends an ECF message to the SRNC (CRNC) and a Resv message to the DRNC (Node B).

6. At this point data can be sent in both directions. Note that the RSVP PATH and RESV must be maintained periodically.

7. The SRNC (CRNC) initiates the release of the transport connections with a REL message to the IWU.

8. Upon reception of a Q.2630 Release Req message the IWU sends back the confirmation (RLC) to the SRNC (CRNC). It is up to the implementation whether the RSVP is released by means of a PathTear message or waiting for the refresh timer’s expiry. However, it is recommended to implement the Tear down messages, to speed up the release of the IP bearer.

3.1.2 IP UTRAN Node initiated RL Setup procedure

In this scenario an IP SRNC (CRNC) sends a RL Setup Request message to an ATM DRNC (Node B), which sends back a RL Setup Response message including SUGR and A2EA IWU among other parameters.

The TNL messages are depicted in the figure below:
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Figure 2: Interaction between IP SRNC (CRNC) and ATM DRNC (Node B)
Procedure:

1. After RL Setup procedure is completed, SRNC (CRNC) sends a Path message to the IWU. This message will contain additionally to the RSVP PATH parameters, the DCLASS object, the SUGR, A2EA and PT information in a new RSVP Object.

2. Upon reception of a Path message the IWU will respond with a Resv and a Path messages.

3. Upon reception of a Path message the SRNC (CRNC) will send a Resv message to the IWU.

4. Upon reception of a Resv message, the IWU will send an ERQ message to the DRNC (Node B). 

5. The DRNC (Node B) will respond with an ECF message to the IWU, completing the establishment. 

6. In this point data can be sent in both directions. Note that the RSVP Path and reservations must be maintained periodically.

7. The SRNC (CRNC) initiate the transport layer connections by sending a PathTear message to the IWU.

8. Upon reception of a PathTear message the IWU will send a REL message to the DRNC (Node B) to release ATM connection.

9. The DRNC (Node B) will send back a confirmation message to the IWU (RLC), completing the ATM connection release.

10. The IWU also sends a PathTear message to the SRNC (CRNC) in response to the previously received PathTear message.

Advantages:

· There is a direct signalling and application of the same QoS across the entire interface. This is possible because of the interworking function integrated in RSVP as well as the possibility to signal DiffServ Code Point inside RSVP.

· There is no limitation on the IP side respective to the method of QoS to be applied, it is possible to use either RSVP or DiffServ.

· The IWU will be a simple router with AAL2 as well as ATM stacks implemented. This is cheaper and simpler than choosing a non-transport protocol (e.g. SIP).

Issues:

· The IWU will have only one node associated to an ATM address + OSAID. This is to uniquely identify the IWU Transport Layer Address with an IP node.

· In the DRNC (Node B) side there is a need for an RNC-ID to A2EA_IWU database to perform the addresses conversion. The IWU ATM address is a “default gateway” for the IP node to address all the ATM nodes.

· In the IWU side there is a need for an A2EA_IWU + OSAID to IP address database to perform the addresses conversion.

· There is a need to define a new object in RSVP that carries all AAL2/ATM QoS related fields needed in the procedure.

· In case diffserv is used, the Path ID will be mapped to a DiffServ CP and the IWU will contain a table to map PT to diffserv CP. Here the DCLASS object will be used.

· The IWU will have a timer that controls the PATH refresh procedure in order to release the ATM connection if any problem occurs in the IP side.

3.1.3 RSVP considerations

In this section generic topics regarding RSVP such as Reservation Confirmation, traffic policing, recommended values for timers or security considerations are not covered. For more information about them please refer to [1].

The only modification in the RSVP protocol needed to make this solution feasible is the definition ob a new object apart from the standardized ones (SESSION, RSVP_HOP, TIME_VALUES, etc.) assigning an unused value for an object that will contain the ATM parameters needed to be passed to the IWU in order for it to establish the corresponding ATM connections towards the ATM UTRAN node.

This new object must be defined according to the standard object format defined in [1]. Every object consists of one or more 32-bit words with one fixed header with the object length, the chosen Class-num and C-Type (a value unique within Class-num). After the header the content should be defined included the needed ATM parameters.
4 Proposal
· Include reference 1,2 and 3 in section 3, “References” of the TR 25.933

· Include following text at the end of the requirements section 5.5 “Coexistence of the two transport options”:

3. It shall be possible to apply the QoS parameters signalled by the RNL and TNL CP over the entire path, including IP and ATM transport. This is to ensure the same kind of treatment of the user packet across the entire UTRAN interface, irrespective of the transport technology used.

· Include the text of section 3 of this contribution in the TR 25.933 in a new section 6.10.6 “Use of RSVP for ATM/IP interworking”

· Add the following sentences to the Agreement section 7.9 “Backward Compatibility with R99/Coexistence with ATM Nodes”:

There are several ways for the interworking between an IP UTRAN Node and an ATM UTRAN node in the User Plane TNL. The solution selected is implementation dependant; the following are possible ways of implementing the interworking function (this does not preclude any other solution):

· Dual Stack: An UTRAN node with both ATM and IP user plane stacks enabled.

· The use of an Interworking unit. In this case, there is a need for an IP TNL control plane. Protocols like RSVP [1, 2, 3] and SIP [5] may be used as TNL control plane protocols.
5 References

1. IETF RFC 2205, “Resource ReSerVation Protocol (RSVP)”.
2. IETF RFC 2210, “The use of RSVP with IETF Integrated Services”

3. IETF RFC 2996, “Format of the RSVP DCLASS Object”
4. 3GPP TR 25.933 V1.1.0 “IP Transport in UTRAN Work Task”
5. IETF draft, “SIP: Session Initiation Protocol”, work in progress, draft-ietf-sip-rfc2543bis-02.
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