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1 Purpose
The purpose of this paper is to show that the quality of service differentiation mechanism should be defined at IP layer and specified as flexible as possible to fit into any architecture. 

2 Introduction
Two different QoS differentiation types have been presented in the study area designated as hop by hop or end-to-end. This paper shows an analysis of these approaches on different architecture scenarios for the IP UTRAN and shows that only a QoS differentiation at IP layer (hop by hop type) can flexibly adapt to any operator architecture scenario. 

3 IP as the unifying protocol (hop by hop approach)
Classical QoS implementation in IP network relies in the IP protocol layer which presents the benefit from being present in the network routers and in the end hosts. By so doing, the QoS can be defined in the end host and then applied end-to-end.

This approach – designated so far as hop by hop in the study area – actually defines an end-to-end quality of service and mainly relies on two types of models: intserv and diffserv.

3.1 Using Intserv

Using intserv alone is normally not an accurate solution due to the well-known scaling deficiencies it brings with. However, in architectures allowing flow aggregations, this can be an interesting solution for an operator as a very safe means to provide different levels of quality of service for the various aggregated flows. In addition, it presents some advantages when the operator targets an advanced quality of service in its network and uses MPLS for route stability. In that scenario, intserv and MPLS complement each other in a pleasant way and RSVP can also be used for both reservation and setting up of the LSPs.

A simple UTRAN architecture can thus be achieved by defining a couple of flow aggregates between an RNC and a node B: e.g. one flow aggregate per RAB traffic class, one for signalling and one for O&M.

3.2 Using Diffserv

Today, diffserv is already deployed in many routers implementation. Diffserv does not provide by itself bandwidth reservation mechanisms but it partitions the traffic into several QoS classes that will receive different scheduling and queuing treatment in the routers.

Two diffserv models are defined today: the expedited forwarding model which has two classes and the assured forwarding models with 4 classes. These two models can be combined in the same network. However, any of this class (even EF) doesn’t provide by itself any guarantee if not combined with a bandwidth reservation or more generally a CAC based on an agreed SLS at the boundary.

EF classes

EF classes could be sufficient for some architectures. This is the case for example if you define a point to point service between two sites of a VPN. In this scenario, you could not even need any signalling for the reservation but simply overprovision a high bandwidth link between the two endpoints. 

For the IP UTRAN case, this kind of solution is used in the so-called end-to-end architecture identified in the study area where a tunnel is defined between the node B and the controlling RNC. The bandwidth requirement can be determined from the maximum amount of traffic submitted in the tunnel which is fixed by the radio part. 
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However, EF can only provide QoS differentiation between UTRAN traffic and the rest. Because it is desired to distinguish also between at least two real-time QoS classes inside UTRAN traffic, EF is complemented with another mechanism to differentiate the classes in the end nodes in the end-to-end approach. The byproducts of this solution are analysed in next section 4. 

AF classes

To perform the differentiation at IP layer, AF classes of diffserv can also be used. AF provides the required marking of packets at IP layer through the DSCP field. Even if no guarantee is basically provided with any of the AF class, other technology can be combined to achieve the required real-time constraints of UTRAN flows. 

For example, in the early IP UTRAN perspective, guaranteed bandwidths links could be achieved by provisioning on a per AF class and per node B basis.

In an advanced IP network running MPLS can use guaranteed bandwidth LSPs and map the AF service class onto different label paths.

AF presents the advantage of allowing the differentiation of two or three real-time UTRAN traffic QoS classes. 

4 End-to-end QoS differentiation
In the end to end QoS differentiation, the differentiation of the various real-time flows via schedulling is performed in the UTRAN end nodes i.e. the RNC and the node B.  For the routers in-between, all these UTRAN flows are seen as having the same EF class traffic: they are QoS differentiation agnostic.

The QoS differentiation in the node B relies on a tunnel set up between each node B and the RNC. This tunnel preserves the differentiation for one end to the other.
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However, this scheme assumes that the tunnel is not broken in the middle and this eliminates many useful and commonplace architectures which are desirable for an operator. Three examples of those are presented hereafter: the use of capilarity networks to connect the BTS, the intradomain and inter-domain QoS interworking.

4.1 Pb n°1: QoS differentiation at Capilarity networks

Let’s take an example very widespread in cellular networks of a capilar architecture:

Let have microBTS installed for indoor coverage on several floors of one building. This building is connected via a microwave link to the next router and this microwave haul defines the last mile low speed link. These BTS are likely to be concentrated on one router installed in the building by using in-building facilities such as an Ethernet LAN (e.g. 100baseT). 

This capilar architecture, very widespread in a urban scenario, is depicted below :
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Given the high speed access on the LAN for the BTS, the real-time scheduling performed in the node B (in the end-to-end approach) is now deported in the edge router: but this one now needs to know the QoS classes of the various flows before scheduling them in the tunnel in order that less real-time uplink packets does not block an uplink voice packet.

Solution: QoS differentiation at IP layer

Because the router is agnostic, this is only possible if each packet is marked with its own real-time QoS class at IP layer (e.g. DSCP). In the following figure, the “red” voice packet is thus prioritised in front of the other flows. 
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4.2 Pb n°2: Intra-domain QoS interworking issues

Obvious interoperability problems occur when all the end hosts donnot have the same QoS differentiation approaches. 

Let say the RNC uses a QoS routing approach such as diffserv (hop by hop approach) with class-oriented traffic paths. For example, it maps the various classes of traffic on different MPLS LSPs mapped onto different ATM VCCs. In the same time, the node B from another vendor uses the end node differentiation approach.
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In this scenario, if the IP packets are not marked with their QoS at IP layer, they cannot be routed onto the corresponding path (Vcc) . The only solution is to forward the EF tunnel to the RNC which is able to differentiate them. The EF tunnel need then to be mapped onto the top prioritised Vcc. 

This results in an overdimensioning of the QoS1 pipe. The reason why is that the top delay requirement of voice flows (e.g. 5 ms) now apply on all the UTRAN flows included those for which there isn’t such a requirement. 
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Said again differently, the end-to-end QoS of all UTRAN flows is set to the maximum of all QoSi of all the flows. This overdimensioning can be very costly for an operator.

This is all the more true when going through the public internet.

4.3 Pb n°3: Inter-domain QoS interworking issue

Let’s take the example of interworking through a public internet. The RNC and the node B belong to two intranets interconnected the public internet domain. Let say that public internet ISP provides with three different classes of QoS and associated fees.
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Again, if the various UTRAN flows are all mapped with the EF class, they will all be affected to the highest QoS1 (the red pipe on the drawing) and UTRAN operator will overpay for it. This means that voice delay constraint will be also considered for the other flows which do not require it resulting in a very expensive solution for the UTRAN operator.

5 Solution Pb n°1&2&3:  QoS differentiation at IP layer (with diffserv)

It has been shown for the Pb n°1 that the solution was QoS differentiation at IP layer.

Again, in both the intra-domain and inter-domain Pb2&3, the only way for the edge router to map each real-time UTRAN flow to a consistent QoS pipe (e.g. LSP) is to retrieve their QoS class.  
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However, this is only possible if:

· the UTRAN flows have been marked at the IP layer and bears their own QoS priority,

· the tunnels from node-B are made below IP in order to perform the interworking at IP layer.

This appears more clearly in the related protocol stacks schematically presented respectively for the node-B, Edge router at public internet and RNC:
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This IP layer QoS information (here DSCP) is thus relayed to the far end. In the above example, the IP appears as the unifying protocol.

6 Summary

It has been shown the QoS differentiation shall be performed at IP layer from day 1 to cope with all the operator desired architectures and possible evolution of the architecture of his network. The so called end-to-end QoS differentiation approach brings to over-dimensioning and expensive QoS solutions and shall be avoided. 

7 Proposal

It is therefore proposed to capture the following statement in the agreement section of the QoS section 3.8.3 of the technical report:

”The quality of service differentiation between several UTRAN flows shall be defined at IP layer as presented in the hop-by-hop approach. The UTRAN NE shall be configured to mark the QoS differentiation at IP layer. The end node QoS differentiation brings to over-dimensioning and expensive QoS solutions and shall be avoided”.
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9 Abbreviations

AF: Assued Forwarding


CAC : Call Admission

DSCP: Diffserv codepoint

EF: Expedited Forwarding

LAN: Local Area Network

LSP: Label Switched Path

MPLS: Multiprotocol Label Switching

NE : Network Element

Pb: Problem

QoS : Quality of Service

RAB: Radio Access Bearer

SLS : Service Level Specification

VCC: Virtual Channel Connection
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