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1 Introduction

During the RAN3#18 meeting in Lindigo/Stockholm it was decided that no multiplexing functionality shall be specified above UDP/IP. This implies that an adequate solution has to be provided by Layer2 (L2) techniques to ensure efficient bandwidth utilisation. 

An advantage of IP technology and also an agreed requirement for IP transport in UTRAN is the independence from Layer2/Layer1. Now, as we expect specific functions to be provided by L2 the question arises how to handle this in the standard. This document discusses some options for L2 specification and gives a proposal at the end.
2 Options for L2 specification

2.1 General

The used L2 techniques may vary across the different interfaces and links. Especially, if slow links are used at Iub interfaces, specific features from the L2 protocol are required. Besides the multiplexing functionality, ML/MC-PPP [ 5. ], [ 6. ] may be required for QoS differentiation. It provides several queues, segmentation and scheduling functionality. Header compression is an other important feature which may be required to improve the efficiency.

The assumed standard case in the IP transport architecture is that the UTRAN NEs are connected to an IP router which is then responsible for the L2 termination. Supported L2 techniques have to be negotiated with the IP network provider to build an efficient TNL. 

However, also the use of point-to-point links between UTRAN NEs is a reasonable scenario. Here, no intermediate router will terminate the L2, both NEs have to implement the same L2 protocol. In a multi-vendor scenario this case may cause problems.

2.2 L2 not standardised

Not standardising any L2 will provide the best flexibility and the most freedom for the operators to build their transport network. A variant of this approach could be to standardise some requirements for the selection of L2 to ensure that the expected functions for UTRAN TNL are provided. However, because the usage of these functions in L2 is essential to provide an efficient TNL service, they will be implemented anyway even if not required in the standard. The only issue which remains here is the multi-vendor scenario.

2.3 L2 standardised

Fully standardising also L2 would solve the multi-vendor issue for point-to-point links. But, standardising one L2 protocol that must be used in the UTRAN NEs would extremely restrict the flexibility for the operators. A solution which solves the multi-vendor issue, but still offers the full flexibility would be the preferred approach for the L2 standardisation for IP transport in UTRAN. 

Requiring the implementation of one or a limited set of L2 protocols, but still allow to use any L2 protocol in the UTRAN NEs would be a good solution for the standard.

The L2 protocol specified in the standard to be implemented in the UTRAN NEs should be the PPP protocol [ 2. ] with its extensions PPPmux [ 1. ] and ML/MC-PPP [ 5. ], [ 6. ]. During the work in RAN3 for IP transport it has been shown that the PPPmux approach fulfils the requirements and provides good performance.

3 Conclusion

The use of one definite L2 protocol shall not be standardised for IP transport. The PPP protocol [ 2. ] shall be supported by each UTRAN NE for IP transport. UTRAN NEs having interfaces connected via slow bandwidth links like E1/T1/J1 shall also support Header Compression [ 3. ], [ 4. ] and the PPP extensions PPPmux [ 1. ] and ML/MC-PPP [ 5. ], [ 6. ].

4 Proposal

It is proposed to add chapter 2 of this document to the study area of the Technical Report in the 'Layer 1 and Layer 2 independence' section.

It is proposed to add the text in chapter 3 of this document to the agreement section in chapter '7.5 Layer 1 and Layer 2 independence' of the Technical Report.
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