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1 Introduction

Various schemes have been proposed to support the efficient transport and multiplexing of the user flows over Iur/Iub interfaces. This contribution evaluates the proposals in terms of the system design requiremnts. We focus on evaluation of four proposed schemes: PPPMux [1], LIPE [2], CIP [3] and MPLS [5].  

2 Protocol Analysis 

There are several high level requirements for using IP as the transport option in the Radio Access Networks e.g. resource (e.g. CPU processing cost) and transport efficiency, Layer 2 & Layer 1 independence etc. In this section, we list several important requirements and compare different proposals based on these requirements.

2.1 Resource/Transport Efficiency

Efficient use of the bandwidth of the transport network is important especially over the low speed last mile point to point links that connect NodeBs and RNCs. Typically, multiplexing scheme is desirable  to transport small voice frames in IP network so that the large IP header overhead can be amortized over multiple voice streams. Header compression may be required to reduce the overhead, and minimize the potential performance degradation due to the large IP header.

In this subsection, we compare the per frame processing cost of different proposals and the per voice stream overhead cost.

PPPMux / (crtp/cudp):


         1                                  3                               

len
crtp/cudp header
payload

In PPPMux, each voice payload is encapsulated in either an IP/UDP or IP/UDP/RTP packet. The packet is then compressed using cudp/crtp header compression. 

For crtp, the per frame processing cost is: 

· RTP processing 

· UDP processing

· IP processing

· RTP/UDP/IP header compression (CRTP)

·  PPPmux.

For cudp, the per frame processing cost is: 

· UDP processing

· IP processing

· UDP/IP header compression (CUDP)

· PPPmux

The typical CRTP/CUDP header is 3 bytes long. Together with the 1 byte length field for PPPMux, the overhead for PPPMux solution is 4 bytes per voice stream.

LIPE:
      1                                   2                              

len
FlowID
payload

In this method, one or many raw voice payloads are multiplexed into an IP packet. Each voice payload is preceded by a multiplexed header (MH) which carries a length field and a UserID. The total length for the MH is 3 bytes. The IP packet can be compressed using IP header compression. The per frame processing cost includes: 

· LIPE processing

· IP processing (amortized over all multiplexed frames)

· IP header compression (amortized over all multiplexed frames)

CIP:
                         2                                  1                              

CID
len
payload

Similar to LIPE,CIP uses the CID field to identify the user flow. The multiplexed packet is encapsulated into an IP packet. The IP packet can be compressed using IP header compression. The per frame processing cost includes: 

· CIP processing

· UDP processing (amortized over all multiplexed frames)

· IP processing (amortized over all multiplexed frames)
· IP header compression (amortized over all multiplexed frames)
For CIP, the overhead per voice stream is 3 bytes. For data packets that are segmented, the overhead per data stream is 4 bytes. For data packets that are not segmented, the overhead per data stream is 3 bytes. 

MPLS: 
        4 bytes                                                       

MPLS Label
payload

In this method, one or many raw voice payloads are multiplexed into an MPLS packet. The raw voice payload is transported directly as payload, however,no IP functionally will be  invoked. The per frame processing cost includes: 

· MPLS processing

If  either UDP/IP or RTP/UDP/IP is used for per flow addressing, then the associated RTP, UDP, IP, CRTP/CUDP processing cost as in the PPPMux solution will also be incurred.

2.2 Each  MPLS label is 4 bytes long. Then, the overhead per voice stream is either 4 bytes for raw voice payload over MPLS or 7 bytes for CRTP/CDUP over MPLS.Per flow addressing

All schemes have a way to identify the user flow for each individual payload in the multiplexed packet:

PPPMux:It is unclear whether the PPPMux solution uses IP/UDP port number or the RTP context identifier as the per flow address. 
LIPE/CIP:

Each flow is identified with a flow-id.

MPLS:

Each flow is either identified with an MPLS label or with a combined UDP/IP (RTP/UDP/IP) and MPLS label. The mechanism for assigning such labels are not specified and hence needs to be specified.

2.3 Transport Flexibility: ability to support routed and point-to-point scenarios

PPPMux:

TCRTP [4] is proposed to tunnel PPPMux packets over an IP network: an IP and an L2TP header is prepended to the PPPMux packet.. The usage of L2TPHC requires the additional implementation of RTP, L2TP and PPP. 

LIPE/CIP:

Since LIPE and CIP are IP-based solutions, they can be supported over routed and point-to-point scenarios easily without additional functionality.

MPLS:

Theoreticaly, MPLS can operate either over a point-to-point link or a switched network. For this application, it requires the standardization of new signalling capabilities for raw user/control plane flows over MPLS as MPLS is currently only defined for use with IP flows.

2.4  In sequence packet delivery

There is some benefit in including a sequence number field, especially in the tunneled case. Over a network packets may get out of order. However, resequencing requires not only additional processing capability, but also adds additional buffering delay proportional to the inverse of the frame rate (tens of milliseconds for most available vocoders). The value of this facility for voice traffic is debatable.

PPPMux:

With crtp/cudp, 4 bits sequence number is available with CRTP.There is no sequence number for UDP or PPPMux frames.

LIPE:

  LIPE provides a sequence number for both voice and data frames. 

CIP:

CIP provides a sequence number for data frames but not voice frames. A sequence number  for voice frames may be added to the CIP header.

MPLS:

In sequence packet delivery can be assumed for any explictly routed path. For loose hop-by-hop paths there are no in sequence delivery guarrantees.

2.5 Multiplexing/HC compression

In all IP-based proposals, header compression is a characteristic of the link layer and can be turned on/off over any desired physical link.The multiplexing aspects differ:

PPPMux:

For point-to-point scenarios, PPPMux can be disabled on any arbitrary link layer that supports PPPmux.

For routed scenarios, it is hard to see how PPPMux can be disabled over the fat pipe because

PPP frames are being tunneled using L2TP. 

LIPE/CIP:

Multiplexing can be turned on/off on a per connection basis only. Note that the use of LIPE or CIP does not mandate payload multiplexing. IP header compression can be turned on/off on a per link basis.

MPLS:

Payload multiplexing is not supported. For raw voice over MPLS, header compression is not required. However, if UDP/IP or RTP/UDP/IP is used for per flow addressing, header compression may still be desirable. Since MPLS is also a tunnel-based solution, header compression can be turned on/off on a per connection basis not on a per link basis.

2.6 Secured tunnel capability in routing environment

PPPmux:

This proposal relies on L2TP for tunnelling capabilities.For the data plane, L2TP relies on the security mechanism available in PPP.

LIPE/CIP:

IPSec may be used in conjunction with LIPE or CIP to provide user flow authentication and confidentiality.

MPLS:

There are no native security mechanisms currently defined for MPLS. Since the current proposal does not rely on the IP prorocol stack, it cannot use any of the available mechanisms for IP traffic (e,g,, IPSec).

2.7 Secured tunnel negotiation capability

PPPmux: 

L2TP does not provide security tunnel negotiation facilities and must rely on addon facilities such as IPSec. However, L2TP does allow per user authentication (based on PPP authentication mechanism).

LIPE/CIP:

IPSec may be used in conjunction with LIPE or CIP to provide control plane authentication and confidentiality.

MPLS:

There are no native security mechanisms currently defined for MPLS.

2.8 L2/L1 independence

PPPmux:

Requires PPP as the layer 2. It also requires PPPmux upgrade to all PPP-aware network nodes.

LIPE/CIP:

They are L1/L2 independent as they ride inside IP.

MPLS:

Requires an unspecified raw MPLS capability at layer 2. 

2.9 Meet delay/jitter requirements

PPPMux:

There are no QoS capabilities standardized for PPP flows. If  multiclass extension to multilink PPP [6] is used to provide QoS capability, additional transport and processing overhead will be incurred.When tunneled inside L2TP, it also requires undefined QoS capabilities for the L2TP tunnel QoS mechanisms defined for L2TP.

LIPE/CIP:

They can reuse the IP QoS capabilities defined from the Integrated Services or Differentiated Services framework. LIPE/CIP can also be used in conjunction with MPLS to establish an explicitly routed LSP with appropriate QoS characteristics over the IP network. This will incur additional transport and processing overhead but only on a per IP packet rather than on a per voice frame basis.

MPLS:

Can reuse the non-IP specific QoS mechanisms defined in MPLS.
2.10 Minimal impact on intermediate routers

PPPMux:

Requires upgrades to all network routers.

LIPE/CIP:

Require upgrade to end-point routers only.

MPLS:

Requires upgrades to all network equipment (routers or switches).

2.11 QoS of the user payload will be preserved by the transport network

 PPPMux:

In order to support quality of service, one could  implement multiclass extension to multilink PPP (MCML) [6]. This means additional transport and processing overhead. In addition,  there is no standardized mechanism for providing guaranteed bandwidth for multiple QoS classes even using MCML other than labor-intensive network provisioning.  One could also use RSVP in conjunction with L2TP for the routed scenarios. However, that means all intermediate routers need to be RSVP-aware.

CIP/LIPE:

Since this is IP based solution, one can use Diffserv or Integrated Service approach to provide  Quality of service. If diffserv is used, one has to resort to network provisioning mechanism to ensure guaranteed bandwidth for multiple QoS classes. If Integrated Service approach is used, RSVP signaling can be used to negotiate appropriate resources to achieve multiple QoS requirements.

MPLS:

Can reuse the non-IP specific QoS mechanisms defined in MPLS.
3 Recommendation

We propose to add texts in Section 2 to Section  6.x  of TR25.933 [7].
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