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1 Introduction

Release 4 will add the option of IP transport interfaces for the UTRAN. In release ‘99, the IuCS, Iub and Iur interfaces use AAL2/ATM transport and the IuPS interface is IP based in the user plane. The main goals for this work are to have an IP alternative for the IuCS, Iub and Iur interfaces and to ensure the ability to transport all classes of services over an IP network in an efficient manner; including IuPS applications. Consideration is to be given for utilizing a common user plane for IuCS and IuPS.

This contribution proposes a direction for transport user plane protocols for the IP UTRAN.

2 Description

2.1 Connection identification

2.1.1 UDP ports as connection identifiers

UDP ports shall be used for connection identification based on the following assumptions:

1. UDP ports provide approximately 65,000 connection identifiers. It is acceptable to require the addition of an IP address to support additional 65,000 connections. Adding IP addresses is not a concern, particularly if IPv6 is used in IP UTRAN networks.

2. Using dynamic UDP ports means that a large range of UDP ports must be allowed through a firewall for the radio network application IP host. This can compromise the internal network if the host also supports other applications that use dynamic UDP ports. The host for a radio network application should not run other applications that use dynamic UDP ports if they could compromise the security of the network.

3. The use of VPNs can be used to isolate the UDP ports used as connection identifiers from a firewall and can remove the need for a firewall in some cases.

4. Network Address Translators (NATs) can also cause problems since they change the address and possibly the UDP ports of packets. Only IPv6 could be used in the IP UTRAN network so that NATs can be avoided or VPNs should be used such that NATs will not effect the IP address and UDP port used for the application.

2.2 Fragmentation 

As stated in [1], fragmentation is required to adjust packets to the Maximum Transmission Unit (MTU) size of the path and, for slow links, to prevent short, time sensitive packets from being delayed by large packets in front of them on a link. The packet size used for adjusting to the path MTU can be determined using “MTU discovery” or by static provisioning based on knowledge of the MTU size. [1] provides a description of IP fragmentation, application level fragmentation, and layer 2 fragmentation.

2.2.1 IP Fragmentation and link layer fragmentation

End-to-end fragmentation, whether using IP fragmentation or fragmentation above the IP layer (“application level” fragmentation), can be used to adjust the packet size to the path MTU but is not suitable to solve issues around a slow link. This is because IPv6 allows the MTU to be set to a minimum of 1280 octets which is not small enough for slow link issues. 

Since the disadvantages of IP fragmentation are not relevant when performed end-to-end, IP fragmentation shall be supported in the UTRAN nodes to adjust the packets to the path’s MTU. It should only be done end-to-end for both IPv4 and IPv6. Also, the network should be designed such that MTU sizes are not so small that the IP headers consume too much bandwidth. This is the same approach taken for the GTP protocol and assumes that the operator has some control over the network. 

IP fragmentation shall not be used to facilitate delay-sensitive traffic on slow links. Layer 2 mechanisms shall be used for this as indicated in the IPv6 RFC [4]:

“IPv6 requires that every link in the internet have an MTU of 1280 octets or greater. On any link that cannot convey a 1280-octet packet in one piece, link-specific fragmentation and reassembly must be provided at a layer below IPv6”.
Link layer techniques such as multi-link PPP [3] shall be used to solve slow link performance problems.

2.3 Multiplexing 

[1] provides a description of multiplexing alternatives including multiplexing above the IP layer (application level multiplexing) and below the IP layer. Included is a list of the advantages of Layer 2 multiplexing.

2.3.1 Link layer multiplexing

No multiplexing functionality shall be provided between the IP layer and the RNL. Only link layer multiplexing techniques, such as PPPmuxing [2], shall be used to reduce the impact of headers.

2.4 Sequence information

Many of the Radio Network frame protocol specifications say that the transport layer must deliver frames in order. However, it is part of the IP UTRAN investigation to determine if this is actually a valid requirement. 

If it is shown that a sequence number is required then this shall be the only functionality required between the frame protocols and the IP transport layer (i.e. UDP). Otherwise, no functionality shall be required there.

3 Proposals

Text should be added to the IP UTRAN technical report according to the following: 

1. The text in section 2.1.1 should be added to a new section, 6.x of [1], Transport Bearer Identification.
2. The text in section 2.2.1 should be added to section 6.3 of [1], QoS.

3. The text in section 2.3.1 should be added to section 6.4 of [1], Transport network bandwidth utilization:

4. The text in section 2.4 should be added to section 6.3 of [1], QoS.
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