
	3GPP TSG-RAN WG3 Ad Hoc Meeting #2
Paris, France, 6th-8th November 2000
	TSGR3 ADHOC#2 (00)2887


Agenda Item:
7.iii) Transport Network Bandwidth Utilization

Source:
Motorola

Title:
Framework for IP based Iub/Iur User Plane transport protocol stacks

Document for:
Approval

_________________________________________________________________________________________

1. References

[1] K. Sklower, B. Lloyd, G. McGregor, D. Carr, T. Coradetti, “The PPP Multilink Protocol (MP)”, RFC 1990, August 1996.

[2] TR 25.933 V0.3.0, IP Transport in UTRAN Work Task Technical Report.

2. Introduction

Bandwidth utilization is an important factor in determining an IP based protocol stack to be used for transporting User Plane protocols on UTRAN interfaces, such as the Iub or Iur. In cases of low bandwidth links, such as the “last mile” E1 links between a Node B and RNC, multiplexing of small voice packets may be necessary to reduce transport overhead and maximize efficient use of limited bandwidth.

For transport of large data PDUs, it may be necessary to do the converse of multiplexing, i.e., segment or fragment large packets into smaller packets to minimize the delay that these packets may cause for smaller delay sensitive voice packets. At the same time, the data packet sizes should be as large as possible, given voice delay constraints, so that relatively efficient use is made of the available bandwidth.

This contribution suggests a preferred position within the protocol stack where multiplexing and fragmentation/segmentation should be done.

In the discussions that follow, we will refer to the “transport layer” as comprised of the OSI Network Layer 3 plus the OSI Transport Layer 4. For example, UDP/IP will be considered as a “transport layer” in this context.

3. Location of Multiplexing within the protocol stack

3.1 Multiplexing above the transport layer

In general, multiplexing schemes that are performed above the transport layer have the following characteristics:

· Connection oriented. Non-IP protocols are required to establish transport flows.

· Auto discovery features of IP routing are not utilized; static routes used as ‘link layer service’.

· Self-healing features of IP routing are not utilized.

· Requires a ‘mesh’ of multiplexed paths between end-points.

· Bandwidth of every link segment in a particular path must  be known above transport layer to make multiplexing decisions.
· Failures in any link segment in the network must be known above transport layer to make remux and/or reroute decisions.

3.2 Multiplexing below the transport layer

Characteristics of multiplexing below the transport layer are:

· IP protocols, e.g., PPP Link Control protocol (LCP) and Network Controls Protocols (NCP) such as IPCP and PPPMuxCP, as well as L2TP tunneling protocols, are used to establish transport flows.

· Auto discovery features of IP routing are utilized.

· Self-healing features of IP routing are utilized.

· A ‘mesh’ of multiplexed paths between end-points is NOT required. Multiplexing is only done on the “last mile” or link of a multi-hop route.

· Bandwidth of every link segment in a particular path does NOT need to be known above transport layer to make multiplexing decisions.
· In case of failures in any link segment in the network, remux and/or reroute decisions can be made.

4. Location of segmentation/fragmentation within the protocol stack

In the case that large data packets need to be segmented into smaller packets to minimize delay for small voice packets, Layer 2 fragmentation may be applied on a per link/hop basis as needed. For example, using the PPP Multilink Protocol [1]one may fragment large packets whose size may be less than or equal to the Maximum Receive Reconstructed Unit (MRRU) so that the fragments are less than the LCP negotiated Maximum Receive Unit (MRU) for the particular link in question. Segmentation done above the transport layer must be done for the entire path between the end points.

5. Proposals

It is proposed that text be added to section 7.3, Transport network bandwidth utilization, of the IP Transport UTRAN Technical Report [2]. Specific text changes proposed for TR 25.933 are shown in the attachment that follows.

Attachment – Proposed text changes to TR 25.933

7.3
Transport network bandwidth utilization

7.3.1
Location of multiplexing and segmentation/fragmentation within User Plane transport stack
Multiplexing of small delay sensitive voice packets should be done below Layer 3, i.e., below the IP network layer. Such multiplexing schemes should meet the following criteria:
· IP protocols, e.g., PPP Link Control protocol (LCP) and Network Controls Protocols (NCP) such as IPCP and PPPMuxCP, as well as L2TP tunneling protocols, are used to establish transport flows.

· Auto discovery features of IP routing are utilized.

· Self-healing features of IP routing are utilized.

· A ‘mesh’ of multiplexed paths between end-points is NOT required. Multiplexing is only done on the “last mile” or link of a multi-hop route.

· Bandwidth of every link segment in a particular path does NOT need to be known above transport layer to make multiplexing decisions.
· In case of failures in any link segment in the network, remux and/or reroute decisions can be made.

Fragmentation of large delay insensitive data packets should also be done below Layer 3, i.e., below the IP network layer. For example, using the PPP Multilink Protocol [1] one may fragment large packets whose size may be less than or equal to the Maximum Receive Reconstructed Unit (MRRU) so that the fragments are less than the LCP negotiated Maximum Receive Unit (MRU) for the particular link in question.







2 of 2

