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Intellectual Property Rights

Foreword

This Technical Report (TR) has been produced by the 3rd Generation Partnership Project (3GPP), Technical Specification Group RAN.

The contents of this TR are subject to continuing work within 3GPP and may change following formal TSG approval. Should the TSG modify the contents of this TR, it will be re-released with an identifying change of release date and an increase in version number as follows:

Version m.t.e

where:

m
indicates [major version number]

x
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

y
the third digit is incremented when editorial only changes have been incorporated into the specification.

1 Scope

The purpose of the present document is to help the TSG RAN WG3 group to specify the changes to existing specifications, needed for the introduction of “IP Transport” option in the UTRAN for Release 2000. It is intended to gather all information in order to trace the history and the status of the Work Task in RAN WG3. It is not intended to replace contributions and Change Requests, but only to list conclusions and make reference to agreed contributions and CRs. When solutions are sufficiently stable, the CRs can be issued.

It describes agreed requirements related to the Work Task, and split the Work Task into “Study Areas” in order to group contributions in a consistent way.

It identifies the affected specifications with related Change Requests.

It also describes the schedule of the Work Task.

This document is a ‘living’ document, i.e. it is permanently updated and presented to all TSG-RAN meetings. 

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.

· A non-specific reference to an ETS shall also be taken to refer to later versions published as an EN with the same number.

[ 1. ] IP-Transport in UTRAN Work Task Description, TSGRP#6(99)836

[ 2. ] 25.410, UTRAN Iu Interface: General Aspects and Principles

[ 3. ] 25.420, UTRAN Iur Interface: General Aspects and Principles

[ 4. ] 25.430, UTRAN Iub Interface: General Aspects and Principles
[ 5. ] “Requirements for IP Version 4 Routers”, RFC1812, June 1995.
[ 6. ] 25.427, UTRAN Iur and Iub interface user plane protocols for DCH data streams.
3 Definitions, symbols and abbreviations

3.1 Definitions

For the purposes of the present document, the following terms and definitions apply.

3.2 Symbols

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

4 Introduction

4.1 Task Description

The work task is described in the contribution [1], which has been agreed at TSG-RAN#6. The purpose of this new work task is to enable the usage of IP technology for the transport of signalling and user data over Iu, Iur and Iub in the UTRAN.

4.2 Rationale for IP Transport

This section will describe some rationale for IP Transport option in the UTRAN.

Some mobile operators require a UTRAN transport solution for IP as an alternative to ATM. 

This is partly due to the following reasons:

1. IP is developing to allow the support of a mix of traffic types and to support low speed links. 

2. The popularity of the Internet/World Wide Web and corporate LANs puts price pressure on IP networking equipment.

3. IP is the technology to the “desktop” (terminals) so most applications will be based on IP. 

4. Operation and maintenance networks will be based on IP. To have networks with homogeneous technology can save management and operations costs.

5. IP, like ATM, is a packet-switched technology and provides the opportunity to use transport resources in an efficient manner.

6. IP is Layer 2 independent.

7. Autoconfiguration capabilities. 

8. Dynamic update of routing tables.

It’s clear that there will be IP data traffic in the mobile networks. It should be a matter of an operator‘s choice whether IP or ATM is used in the transport network to carry the various types of traffic from the circuit and packet domains.

5 Requirements

This section detail high level requirements for the IP UTRAN option.

5.1  General requirements

Whenever possible, preference for already standardised protocols should be used, e.g. IETF protocols for the IP related parts, in order to have wide spread acceptance and avoid double work. Relevant UTRAN recommendations may also be standardised in the IETF.

By “IETF protocols”, it is meant standards RFCs and working group internet drafts.

5.2 Independence to Radio Network Layer

The changes should only be made to the Transport Network Layer (TNL) since the Radio Network Layer should be independent of the TNL. The impact on the RNL shall be minimised but there could be some minor changes to the Radio Network Layer, e.g. addressing.

5.3 Services required by the upper layers of user planes of Iu

For the Iu_CS the requirement is transfer of user data (TS25.415) and in-sequence delivery is not required.

5.4  Services required by the upper layers of user planes of Iur and Iub

In the current specifications the AAL2/ATM provides the services to radio network layer. The services required by the radio network layer are: 

· connection identification. 

· in-sequence delivery of PDUs to upper layers (TS25.425, TS25.427). If this means re-ordering of PDUs or simply not sending data that have been received out-of-sequence is not clearly stated. 
5.5 Coexistence of the two transport options

In Release 00, UTRAN(s) may have both ATM and IP transport networks. Following requirements with regards to ATM and IP transport network coexistence shall be met:

· The specifications shall ensure the co-existence of ATM and IP Transport options within UTRAN, i.e. parts of UTRAN using ATM and parts of UTRAN using IP transport.

· In Release 2000, ATM and IP Transport Options shall rely on the same functional split between Network Elements

5.6 Quality of Service

The mechanisms to secure the quality of service parameters,  timing aspects, and packet loss have to be considered.

Quality of service parameters include service class definition and congestion control requirements. Timing aspects include delay and delay-variation requirements. 

TNL shall  provide the appropriate QoS requested by the RNL.  However, the way the end-to-end transport network actually implements the QoS shall not be specified below IP.

5.7 Efficient utilisation of transport resources

Efficient use of the bandwidth of the transport network shall be considered, e.g. by reducing the protocol overhead (via Header compression, multiplexing, …). 

Iub/Iur protocols shall operate efficiently on low speed point to point links which may be shared with other traffic ( e.g. GSM/GPRS Abis, UMTS R99 compliant interfaces ).

The TNL shall provide the functionality of sufficiently de-coupling the bandwidth optimisation techniques such that they can be used independently of each other.

The TNL shall provide the means to enable or disable the schemes for efficient bandwidth usage ( e.g. header compression, multiplexing, etc… ).

In addition, for high-speed routed segments, it is important that specific bandwidth optimisation is not required at every hop.

5.8 Layer 2 / Layer 1 independence

Higher layers should be independent from Layer2/Layer1. The IP network layer is defined for multiple layer 2s. 

5.9 IP Transport Flexibility

By defining protocol stacks on Iur, Iub and Iu, one may not make any restrictive assumption on IP transport network topology. They shall adapt to a wide range of networks (LAN to WAN) and no preference shall be expressed on routed vs. point to point networks.

5.10 Transport Bearer Identification

In R’99 UTRAN, ATM transport provides the ability to uniquely address individual flows. In an IP based UTRAN, the transport network has to provide the means to uniquely address individual flows – both in the user as well as signaling planes. 

5.11 Transport Network Architecture and Routing

5.11.1 Network elements 

Network elements e.g. RNC, Node B need to be identified by one or more IP addresses.

6 Study Areas

This section gives a summary of areas that have been identified where work needs to be performed to complete the work item.

As work proceeds in R00 with regard to IP in the UTRAN, the Work Task is divided in the following Study Areas:
6.1 External standardisation

There is a need for identifying supporting work required by other Standards Bodies. Certain protocols and /or QoS mechanisms may be indicated which are not currently supported in the industry. Appropriate liaisons should be identified. Procedure for LS’s with IETF should be defined.  RAN3 needs to start the IETF official communication channels.

6.2 User plane proposed solutions

This study area is intended to describe the various proposed solutions for Iur and Iub, Iu-cs and Iu-ps.

6.2.1 CIP solution

6.2.1.1 CIP Container

The aggregation functionality allows to multiplex CIP packets of variable size in one CIP container, also of variable size. This is necessary for an efficient use of the bandwidth of the links. It is achieved by amortising the IP/UDP overhead over several CIP packets. The resulting packet structure is depicted below:
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Figure 1: Generic CIP Container format

6.2.1.2 CIP Packets

6.2.1.2.1 Segmentation and Re-assembly

A segmentation/re-assembly mechanism allows to split large FP PDUs in smaller segments. There has to be a trade-off  between efficiency (IP header / payload ratio) and transmission delay. Large data packets have to be segmented in order to avoid IP fragmentation and to keep transmission delays low as explained in [2].

The following figure shows the segmentation process from a FP PDU to several CIP packet payloads.
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Figure 2: CIP segmentation

6.2.1.2.2 CIP Packet Header Format

The proposed CIP packet header format is shown in the following figure.
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Figure 3: CIP packet header format

6.2.1.2.3 The CIP Packet Header Fields in Detail. 

The CIP packet header is composed of three sections:

1. The CID section, also containing CRC and flags is used for multiplexing. This section is mandatory.

· The CRC protects the reserved flag, the segmentation flag and the CID.

· The reserved flag is for further extensions.

· The segmentation flag indicates that the sequence number field and the end flag are present. These fields are only needed for segmented packets. Because also the aggregation of non-segmented PDUs is a frequent case, e.g. voice, these fields can be suppressed by means of the segmentation flag to save bandwidth. 

· The CID is the Context ID. This is the identifier of the multiplex functionality, e.g. to distinguish the flows of different calls or users by the higher layers. 

2. The payload length section is used for aggregation. This section is mandatory.

· The payload length is the length of the CIP packet payload. So, CIP packets, containing e.g. FP-PDUs with voice or FP-PDU segments with data, can be between 1 and 256 octets in size. 

3. The sequence number section, also containing the end-flag is used for segmentation. This section is optional. It exists if the segmentation flag is set.

· The end-flag marks the last segment of a packet in a sequence of segments. This field is only present if the segmentation flag is set.

· The sequence number is to reassemble segmented packets. This field is only present if the segmentation flag is set. It is incremented for each segment (modulo) and is not reset if the segments of a new packet start. The sequence numbers are maintained for each CID individually.

6.2.1.2.4 Discussion of the CIP Packet Header Field Sizes

One aim is to have byte aligned boundaries where possible. So, adding a few bits to some fields would increase the header size by at least 1 byte. The proposed CIP packet header has a length of 3 bytes for non-segmented packets and 4 bytes for segmented packets. 

· The CID field size determines how many flows between a pair of network elements can be supported at the same time. The proposed size of 11 bits allows 2048 CIDs. This is more than 8 times the amount that AAL2 offers. It can be extended by additional UDP ports, each having its own CID address space. 

· The size of the Payload Length field. This choice determines the maximum size of a CIP packet payload, containing either a whole FP-PDU or a segment of a FP-PDU. Typically, these packets are either small by nature or they are made small intentionally. So, to stay on byte boundaries, the length field for the CIP packet payload size is proposed to be 1 byte.

· The size of the Sequence Number field determines in how many segments a FP PDU can be split before this modulo-incremented field wraps around and becomes ambiguous. The proposed size is 7 bits i.e. 128 segments. One bit has to be reserved for the end-flag. These two fields are combined together because they are both optional and are needed only in case of segmentation. The segment numbers also protect segments that arrive late, from being injected in the next packet with the same CID during the reassembly process. This is the reason why the segment numbers are counted modulo over the full range and do not start with 0 at every new FP PDU. A very worst case scenario with a 2Mbit/s source would deliver 20480 bytes within 80 ms. If this PDU is cut to pieces of 256 bytes, 80 segments would result.

· The size of the CRC depends on how many bits need protection. A bit error in the length field would interpret the wrong bytes as the next header. But this can be detected, because the next header is again protected by its own CRC. So, the payload length needs no protection. An error in the sequence number would be detected by either placing a segment in a position where another segment with the same number already is, or would be regarded as 'too late' because it belongs to the segment number range of a PDU already processed. Even if the segment is injected in the wrong place, it would be detected by a checksum error of the higher layer. So, the only fields that need protection are the flags and the CID. An error in the CID is critical, because it would inject a formally correct (non-segmented) PDU in the flow to another CID, i.e. to the wrong destination. This might be difficult to detect by the higher layer, because the CID is not a part of the PDU of the higher layer. And so, the CRC of the higher layer alone is not a sufficient protection mechanism against the erroneous injections of formally correct PDUs. For the 13 bits to be protected, a 3 bit CRC seems to be sufficient. 

6.2.2 LIPE solution

[Editor’s note: contributions are invited]

6.2.3 PPP-MUX solution

[Editor’s note: contributions are invited]

6.2.4 MPLS solution

[Editor’s note: contributions are invited]

6.3 QoS 

This study area is related to the QOS mechanisms that may be in the upper layers. For example, an IP stack may use the IETF diffserv mechanisms to effect QOS. However, Diffserv provides the tools but does not define the policies of the QOS architecture. For example, QOS must be provided for individual user services, and packets must be marked accordingly. 

At IP layer, Diffserv, RSVP or over-provisioning may be used.

In the UTRAN there are three planes involved, the User plane, the Control plane and the Management plane. Though the characteristics of the users in these planes differ (PDU size, QoS requirements, etc.), they are all sharing the same transmission and potentially interfering each other.

When evaluating any mechanism, one should consider its applicability for all three planes. This approach enables a unified basis for the QoS and for the efficient utilisation of transport resources.

In an IP network, the deployment of QoS features is not sufficient to ensure guarantee of service. The network shall be correctly dimensioned, so that the expected service can be provided.  The provisioning of resource must be done with some over-dimensioning factor depending on the maximum packet size. The bigger the real-time packets, the more resource will be necessary.

6.3.1 Fragmentation 

6.3.1.1 General

Fragmentation is required to adjust packets to the Maximum Transmission Unit (MTU) size of the path, and, for slow links, to prevent short, time sensitive packets from being delayed by large packets in front of them on a link. For example, with a rate of 384 kbps and a TTI of 80 ms a data payload size of 3840 bytes will result. The RLC might segment this data but all the segments (transport blocks) are multiplexed into the same packet (transport block set). 

6.3.1.2 IP fragmentation

IP fragmentation is the capability of the IP protocol to fragment a packet into multiple segments based on the Maximum Transmission Unit (MTU) size of the path the packet will traverse. The MTU of the path can be “discovered” using MTU path discovery which involves sending an ICMP message over the path and receiving the smallest MTU discovered along the path. If the packet is larger than the path MTU, it will be fragmented. The MTU is set in a router based on the link characteristics. 

For PPP, the MTU size is flexible. For Ethernet links the maximum and default MTU is 1500 bytes. For Gigabit Ethernet a 9000 byte frame size possible (Jumbo Frames).

Disadvantages of IPv4 fragmentation are: 

1. Bandwidth efficiency with larger packets is not realized in the part of the path with larger bandwidths since once a packet is fragmented it can only be reassembled at the endpoint.

2. For IPv4, IP header compression cannot be used. This is not the case for IPv6.

3. For IPv4, the overhead is large when IP fragmentation is used. Also, fragmentation can be performed at any link along the path. This can result in heavy processing demands on the routers in the network. IPv6 fragmentation is only allowed end to end.

6.3.1.3 Fragmentation to facilitate delay sensitive traffic

In order to facilitate delay sensitive real time traffic, large packets can be segmented and the segments can be mixed with the higher priority traffic. This is only relevant for slow speed links where any delays can effect the performance of the applications. 

IP fragmentation does not automatically address this problem since IP fragmentation only fragments based on the size of packet that a link can handle. This packet size may not be small enough to allow the efficient use of the link when delay sensitive traffic is present. It could be possible for IPv4 networks to set the MTU of the link to a smaller size than necessary to facilitate delay sensitive traffic. However, this can effect the efficiency of the higher speed links along the path . IP fragmentation is always end to end for IPv6.

6.3.1.4 Application level fragmentation

Application fragmentation can help with avoiding IP fragmentation but does not automatically solve the problem for efficiency over slow links. MTU discovery can be used to determine the size of packet required to avoid IP fragmentation but it does not provide the necessary information required to know what packet sizes should be used for efficiency over slow links. It is possible that this size could be configured based on knowledge of the slow links but this affects the processing and routing efficiency efficiency over higher speed parts of the transport network

6.3.1.5 Layer 2 fragmentation solution

In general, it’s best to take care of slow link problems only over the slow link and not over the entire path. One alternative is to handle segmentation as a lower layer issue. As an example, for PPP, the fragmentation capabilities in multilink PPP [3] can be used for this purpose. With multiclass extensions, multiple flows can be identified within a PPP stream. The IPv6 specification says that for links that cannot convey a 1280 octet packet in one piece, link-specific fragmentation and reassembly must be provided at a layer below IPv6. 

Layer 2 fragmentation provides flexibility because it doesn’t need to be end-to-end. It can be multi-hop using tunneling in which case it is more flexible than application level and IP fragmentation. 

6.3.2 Sequence information

If fragmentation is provided between IP and RNL, then a sequence number is required in order to reassemble the fragments.

6.3.3 Error detection

AAL2/ATM has the following error detection capabilities:

1. ATM provides no error detection capability for the payload, but only for the ATM header. 

2. AAL2 provides error protection for the header using the HEC. 

IP has the following error detection capabilities:

1. The link layer can protect the payload. Examples are the HDLC and the AAL5 checksums.

2. UDP has an optional checksum for IPv4 that is mandatory in IPv6.

Therefore, for AAL2/ATM no error checking is performed on the payload. For IP, error detection capabilities are provided at the link and transport layer. Whether additional error checking is required above the UDP layer is FFS.

6.4 Transport network bandwidth utilisation

This study area is related to bandwidth efficiency by e.g. multiplexing/header compression, resource management, and the use of segmentation. Lower speed links, such as E1, or shared higher speed links may require different techniques ( e.g. header compression and multiplexing ) than dedicated higher speed links.

When evaluating and comparing efficiency of different candidate schemes for efficient bandwidth utilisation, their impacts on the other study areas of this chapter have to be identified and considered.

6.4.1 General issues

6.4.1.1 Multiplexing

Multiplexing provides a means for reducing the impact of the size of the UDP/IP headers in a packet. It is important for gaining better bandwidth efficiency with small packets. Multiplexing can be performed at the application layer or a lower layer. An example of application level multiplexing would be if the length field in the GTP header would be used to delimit GTP tunnels multiplexed within one UDP/IP packet. This is not currently supported in GTP. Application level multiplexing reduces the impact of the IP and UDP headers. However, when header compression is applied, the overhead is already significantly reduced.

Multiplexing within a PPP frame is being addressed currently in the IETF [2]. Advantages of PPP multiplexing are:

1. Layer 2 multiplexing provides the possibility for routing multiplexed packets using tunneling as does application level multiplexing.

2. Layer 2 multiplexing is not end-to-end so how multiplexing is applied at the source does not need to be based on the worst case link in the path. 

3. Packets with different IP addresses can be multiplexed in same PPPmux frame. With application level multiplexing, only packets going to same IP address can be multiplexed.

6.4.1.2 Resource Management

The solution for resource management should be scalable in complexity. It should also allow traffic other than UMTS traffic without seriously degrade the quality of service of the UMTS traffic. Some operators will require IP connectivity for other applications using the same network as the UTRAN. The use of VPNs can be investigated in order to facilitate the sharing of network resources. Resource management setup time should be minimized such that it meets the requirements but does not add too much delay for the application connection setup. 

For the low-speed links, delay needs to be well controlled for soft handover and other time critical operations. Also, since these interfaces are part of the network where resources are more expensive, it’s particularly important to utilize the bandwidth in an efficient way. In addition, where node synchronization messages are used, they must have small delay in order to be effective. For these reasons the use of on-demand resource allocation should be given particular consideration.

Static routing or dynamic routing using a routing protocol could be used. Static routing allows easier control over delays but puts heavier requirements on configuring the network. Dynamic routing protocols add complexity but increase the possibilities for automatic configuration.

The following possible functions relating to resource management should be considered.
· Admission control: Enforces a limited load within a traffic class in order to limit the delay caused by buffering in network routers.

· Policing: Once traffic has been admitted in a network based on certain traffic characteristics, it may be policed to ensure that it does not violate the conditions of its admission.

· Reservation of resources: How should resources be reserved in the transport network?

Allocation of resources can be static or dynamic. It can also be performed by one or a combination of several methods, for example:

· Over-provisioning: This method is static and there is no need for admission control.  However, it does not take advantage of transport bandwidth efficiency gains that IP can provide.

· Allocation of aggregates of flows (a trunk). This can be dynamic but changes of bandwidth allocation are made more slowly than per flow allocation.

· Allocation per flow: Allocation of resources is made on a per call basis.

The admission control function can be centralized or distributed:

· With server based admission control, resource requests are made to a server. A centralized or partly distributed server architecture can be used. 
· Distributed admission control uses signalling (e.g. RSVP). The admission control function is distributed in the routers and is performed hop-by-hop. RSVP could have scalability problems for large networks if it is used per flow. 
6.4.2 Solution Comparison data

6.5 User plane transport signalling

The use of IP based protocols for the user plane mandates compatible signalling in the control plane. The signalling must accommodate the appropriate mechanisms to specify, establish, and manage IP streams as opposed to virtual circuits/connections. For example, signalling for IP bearer might exchange IP addresses and UDP port numbers for each end of the bearer stream. If there is a need for user plane connections, it should be investigated how connections between UMTS nodes should be handled. It should be investigated whether an ALCAP protocol is required.
6.6 Layer 1 and layer 2 independence

This study area is related to the capability to allow multiple layer 1 and layer 2 technologies. 

The role of Layer 2 and Layer 1 in the QoS and/or in the transport resource efficiency needs to be considered when specifying the requirements towards L2/L1.

6.7 Radio Network Signalling bearer

This study area is related to the transport of Radio Network Signalling over an IP network. 

6.8 Addressing

This study area is related to all addressing issues with regards to the introduction of IP Transport. For example, the advantages of using IPv6 should be investigated. Also, addressing issues relating to inter-working with AAL2/ATM nodes should be considered.

6.8.1 General addressing requirements

· IP addressing in UTRAN shall be logical and should not have any de​pendency on network element or interface type.   

· In case of Ipv4, to ensure efficient usage of IPv4 addresses and routing efficiency, IP based RAN shall adopt classless IP addressing scheme, using Variable Length Subnet Masks (VLSM). 

· IP addressing in UTRAN scheme must support hierarchical routing network design and work well with the chosen routing protocol to provide best route convergence time in order to avoid network instability.

· Where applicable, IP addressing in UTRAN must budget for multi-homing of network elements. 

· IP addressing in UTRAN must be scalable and take network element/interface growth and network expansion into consideration.

· RAN IP Addressing scheme must be flexible and be suitable for different RAN sizes and topologies. 

· IP addressing in UTRAN must allocate addresses efficiently.
6.9 IP transport and routing architecture aspects

6.9.1 Flexibility of IP architectures 

Wide deployment and cost effectiveness of IP infrastructure are major reasons for introducing IP as a transport option in UTRAN. Therefore the chosen architecture must take best benefit of IP technologies and infrastructure.

Infrastructure transporting IP packets encompass a large variety of equipment like routers and switches, implementing a wide range of functions (routing, switching, route discovery, tunnelling, load sharing, QoS handling etc). The flexibility that can be used to combine those equipment and functions are a major advantage of IP.

It implies that several different architectures can be built with IP, which can adapt to various topologies and link layer technologies. This flexibility brings both adaptability and competitiveness.

That flexibility has to be considered, when defining higher layers for IP transport. No optimisation should be made according to a limited set of topologies or link layer technologies that could later restrict the competitive advantage of IP. 

6.9.2 Hosts and routers

Basically, the IP Transport Network is a set of nodes and links connecting Network Elements implementing UTRAN functions (Node B, RNC, and Management Platform). That network is responsible for transporting user, control plane, data and O&M data between the Network Elements implementing UTRAN functions with some requirements (addressing, security, Quality of Service…).

Several networks can fulfil these requirements. It relies on vendors, operators and third party service providers to determine best implementations for the transport network.

In an IP Transport Network, one can distinguish between end nodes (hosts) and intermediate nodes responsible for forwarding IP packets.

Since standardisation of IP transport option is intended to be layer 2 independent, in this study area, IP Transport architecture is limited to nodes implementing an IP layer.

Nodes implementing an IP layer are either hosts, or routers. According to [ 5. ], the forwarding capability is the only feature distinguishing routers from hosts.

IP Hosting is a necessary function for a network element supporting of the UTRAN functions (Node B, RNC) but these network elements may also include transport network functions. Like AAL2 switching for ATM transport, IP forwarding and routing is not part of UTRAN functions. Routers connect networks of IP hosts to build internets. Hosts are not allowed to route packets they did not originate.

Figure 4: Routers interconnecting IP networks.

Routers forwarding IP packets in the transport network may have the following characteristics:

· They can process user plane and control plane data at any layer lower or equal to IP. 

· They may process higher layer information for Transport Network O&M or configuration purpose.

Other IP features may encompass tunnelling mechanisms (e.g. GRE, MPLS, L2TP, IPSec) or mechanisms requiring storage of state information for every flow (e.g. RSVP). Such features, if too much specific or complex, should not be required to be standard function of the transport network.

In IP architecture, a host sees only routers directly accessible (without intermediate router). In most cases (no multi-homing), there is only one such router, named First Router in the Architecture. A node acting as a router may be a First Router for other Node Bs.

If the First Router is part of the IP network of routers, it is typically named Edge Router.

In the special case when two UTRAN NEs are directly connected with a point-to-point link, taking no benefit of IP infrastructure, no intermediate router exists between both UTRAN NEs.  However there are still benefits for IP (e.g. no QAAL2). This case constitutes one very specific topology solution.


Figure 5: Example Architecture for IP Transport Network 

The physical medium between one Node B and the first router is expected to be often bandwidth limited. 

6.10 Backward compatibility with R99/Coexistence with ATM nodes

It should be investigated how to inter-work the user plane between IP and AAL2/ATM interfaces including inter-working with a node that supports only AAL2/ATM interfaces, and how to interwork the control plane between IP and ATM interfaces.
6.11 Synchronisation

Node synchronisation requirements for an IP based UTRAN nodes should be investigated including minimising delay variation and clock frequency differences between an application source and sink. 

6.12 Security

This study area is related to security aspects. 

6.13 Iu-cs/Iu-ps harmonisation

This study area is related to the possibility of removing the Iu-cs/Iu-ps distinction in the user plane and in the control plane.

7 Agreements and associated agreed contributions

This section documents agreements that have been reached and makes reference to contributions agreed in RAN-WG3 with respect to this study item. This section is split according to the above mentioned Study Areas.

7.1 External standardisation

7.2 QoS differentiation

7.3 Transport network bandwidth utilisation

7.4 User plane transport signalling

7.5 Layer 1 and layer 2 independance

7.6 Radio Network Signalling bearer

7.7 Addressing

7.8 Transport architecture and routing aspects

IP Hosting is a necessary function for a network element supporting of the UTRAN functions (Node B, RNC). 

UTRAN NEs shall have at least one IP address, onto one or several IP subnets.

No restriction is imposed, regarding routing domains and autonomous systems.

7.9 Backward compatibility with R99/Coexistence with ATM nodes

7.10 Synchronisation

7.11 Security

7.12 Iu-cs/Iu-ps harmonisation

7.13 Iur/Iub User plane protocol stacks

7.14 Iu-cs/Iu-ps user plane protocol stacks

8 Specification Impact and associated Change Requests

This section is intended to list the affected specifications and the related agreed Change Requests. It also lists the possible new specifications that may be needed for the completion of the Work Task.

8.1 Specification 1

8.1.1 Impacts

This section is intended to make reference to contributions and agreements that affect the specification.

8.1.2 List of Change Requests

This section lists the agreed Change Requests related to the specification.

8.2 Specification 2

8.2.1 Impacts

8.2.2 List of Change Requests
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Annex A: Simulation Model

A.1 Introduction

The simulation model is intended to give criteria to compare different IP based Iub User Plane protocol stacks. ATM/AAL2 will be used as a baseline case for comparison.
A.2 Simulation scenarios

Four different traffic mixes are defined for the simulation runs: 

· 100% voice, 

· 100% data, 

· 80% voice & 20% data, with 5 voice users per data user
· 20% voice & 80% data, with 3 data users per voice user
Data rates are 64, 144 and 384 Kbps.

Throughput will be specified as a percentage of used bandwidth at source level, not including TNL protocol overheads (but TNL protocol overhead is included in simulation).

[Editor’s note: we need to agree on the number of users, per traffic type, that produce the traffic mix ( so the 80/20 may not be exact ).]

NBAP and O&M traffic will not be included in simulations.

A.3 Simulation model framework

The general simulator model can be split in four parts which are nearly independent from each other.
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Figure 6: General Simulator Model

This modular concept allows an efficient reuse of simulator modules for the investigation of different proposed protocol stacks and provides transparency for comparison.

A.4 Source Traffic Models

A.4.1 Speech source model

For simulation, speech sources are based on AMR codecs with only the 12.2 kbps mode. Each AMR 12.2 kbps source is modelled with an ON/OFF model for DTX, having the following statistics:

· Voice Call Duration Distribution: Exponential, mean: 120 sec

· Duration of On-state Distribution: Exponential, mean: 3 sec. 

· Duration of Off-state Distribution: Exponential, mean: 3 sec. 

A.4.2 Data source model

A.5 RLC/FP model

1. Voice Traffic

The RLC layer is transparent for voice traffic. Therefore, no overhead and no functionality is required in the simulation model for voice traffic in the RLC layer.

In the frame protocol, flows are composed to streams, which results in additional overhead as summarised in Table 1. The frame protocol PDU has a header of 2 Bytes and a trailer of 2 Bytes which results in a general 32 bit overhead per PDU. Each flow in the PDU has an overhead of 8 bits for the TFI, according to ref. [ 6. ]. In the frame protocol, each flow will be padded to 8 bit boundaries which results in additional overhead.

Class
Parameter
Value/Size
remark

Stream
overhead per stream packet (CRC + CFN)
32 bit
overhead added per stream packet, regardless of its contents

Flow
overhead per flow (TFI)
8 bit
overhead added once per flow in each stream packet

Table 1: Parameters for Stream Overhead

The following example explains the FP PDU generated for the 12.2 kbit/s AMR mode in ON state.

· Header CRC, CFN
2 bytes

· 4 flows (DCH0-3) for class A, class B, class C and signalling

· 4 x 8 bit TFI
4 bytes

· 81 bit class A + padding
11 bytes

· 103 bit class B + padding
13 bytes

· 60 bit class C + padding
8 bytes

· signalling
0 or 10 bytes

· Payload CRC
2 bytes

Signalling is assumed every 300 ms. 

2. Packet data Traffic

The RLC/FP splits the input packets into segments and also aggregates segments to new packets. While the input queue is not empty one or more new packets are created per TTI. There size is chosen from a connection specific set of possible packet sizes. Depending on the signalled TFS, multiple small packets or one large packet are used to satisfy the transmission demand. If required, padding packets are used as input to extend the new packets to the smallest possible allowed size.

Class
Parameter
Value/Size
remark

Scheduler
inter packet time
TTI of the connection


Packet Control
packet overhead
16 bit
Length Indicator

Segment Control
segment size set
{0, 320} bits



segment overhead
16 bit


Transport Format
Peak data rate
64 kbps




144 kbps




384 kbps



RLC Buffer size
256 kByte



TTI
40 ms
20 ms optional


TF set size
64 kbps
{0,1,2,3,4,6,8} x 336 bits
TF set for 20 ms see TSGR1#14(00)0844



144 kbps
{0,1,2,4,8,16,18} x 336 bits




384 kbps
{0,1,2,4,8,12,16,20,24,32,40,48} x 336 bits


Table 2: Packet data traffic RLC/FP model parameters
A.6 Protocol Stack Models

A.6.1 Overview

By investigating the protocol stacks for IP transport e.g. PPPmux or CIP one can find that the modules needed for implementation are: 

· Header compression (FFS)
· Packetizer

· Queues

· And the scheduler providing the prioritisation for the voice traffic

In the different protocol stacks these functions are provided by different layers. For the performance study these functionality can be modelled equally for all protocol stacks. The performance depends only on:

· Header overhead per stream which can not be shared

· Header overhead per container to be sent over the link

· The position of the packetizer

· The position of the queues and scheduler

The overhead can be introduced by parameters. The positions for the packetizer and the queues with the scheduler depend on the chosen implementation of the protocol stack. The implementations can be optimised per protocol stack depending on the QoS strategy. Two possible structures are shown in Figure 7 and Figure 8. The structure implemented in the simulator model shall be given together with the simulation results.
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Figure 7: Implementation Structure, Variant 1
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Figure 8: Implementation Structure, Variant 2

A.6.2 Module Functions

1. Header Compression (FFS)
[Editor’s note: contributions are invited]
2. Packetizer

The packetizer composes the input packets to containers up to a maximum size or up to a maximum time. This process introduces additional delay to the streams.

Class
Parameter
Example Value
remark

Container Control
time out
0.003 sec
maximum delay time


max container size
2400 bit
maximum container size

Table 3: Packetizer Parameters

3. Queues

Due to the limited bandwidth of the Last Mile Link Model queues must be provided. This process introduces additional delay to the streams.

Class
Parameter
Example Value
remark

Queue Control
Strategy
FIFO



max. size
infinite
no packet loss

Table 4: Queue Parameters

4. Segment Function

The segment function splits the input packets to segments down to a fixed size. The related overhead shall be introduced on a per stream or per container basis depending on the implementation. This process introduces no delay to the streams.

Class
Parameter
Value
remark

Segment Control
Segment size
tbd


Table 5: Segment function Parameters

5. Scheduler

The scheduler is a functional entity which provides prioritised service for two input queues. In our model one voice queue and one data queue are assumed. The voice queue shall be serviced until empty, at which time the data queue shall be serviced until the voice queue has become non-empty or the data queue is also empty. Voice packets cannot preempt data packets.
A.6.3 Examples

In the following table examples are given how the Protocol Stack Model could be used for protocols already introduced in above sections.

Protocol
Structure
Overhead/stream 
Overhead/container 

cUDP/PPPmux-HDLC
Variant 2
CUDP 
3 byte
PPPlen
1 byte
PPPID
1 byte
PPPmux
1 byte
HDLC
3 byte

CIP/cUDP/PPP-HDLC
Variant 1
CIP
3 byte
CUDP
4 byte
PPP
1 byte
HDLC
3 byte

Table 6: Examples

A.7 Last Mile Link Models

A point-to-point connection between the Edge-Router and the NodeB is considered as Last Mile Link. It shall be modelled as infinite server providing a fixed service rate.

Class
Parameter
Value
remark

Link Model
n*E1
n=1
1.92 Mbps




n=2





n=3



Table 7: Link Parameters

A single E1 link is assumed.
A.7 Performance criteria

The most important performance criteria are delay and link utilisation. The delay figures contain the packetisation delay, the queuing delay and the transmission delay per individual stream. Confidence intervals shall be calculated based on the results of several independent simulation runs. Empirical studies have shown that about 10 simulation runs are the optimum to minimise computation time by still giving good statistical confidence. The duration of one simulation run depends on the required confidence interval size. It is not possible to make an accurate forecast about the required simulation time to achieve good statistical confidence. Therefore, the simulation time must be increased if the results are not meaningful. It is important for the reporting of simulation results that confidence intervals are included.

Statistic
Confidence Level
Remarks

99.9-percentile voice delay
0.95


link utilisation

Confidence level not important, can be calculated analytically

99.9-percentile transmission delay
0.95


99.9-percentile packetisation delay
0.95


Table 8: Performance criteria
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