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1 Introduction

This paper introduces the transport architecture for IP Transport in UTRAN.

That architecture is not on the same logical level as UTRAN interfaces (Iur, Iub, Iu). It describes the architecture of the networks transporting those interfaces.

It comprises the hierarchical view of nodes and networks for an IP transport network in UTRAN.

This paper presents specificity of IP networks and justifies why the transport architecture should be as flexible as possible. Some definitions and roles are given to describe the transport network.

A text is proposed for introduction in the IP Transport Technical Report.

2 IP Transport Network

2.1 Flexibility of IP architectures

Wide deployment and cost effectiveness of IP infrastructure are major reasons for introducing IP as a transport option in UTRAN. Therefore the chosen architecture must take best benefit of IP technologies and infrastructure.

Infrastructure transporting IP packets encompass a large variety of equipment like routers and switches, implementing a wide range of functions (routing, switching, route discovery, tunnelling, load sharing, QoS handling etc). The flexibility that can be used to combine those equipment and functions are a major advantage of IP.

It implies that several different architectures can be built with IP, which can adapt to various topologies and link layer technologies. This flexibility brings both adaptability and competitiveness.

That flexibility has to be considered, when defining higher layers for IP transport. No optimisation should be made according to a limited set of topologies or link layer technologies that could later restrict the competitive advantage of IP. 

2.2 Hosts and routers

Basically, the IP Transport Network is a set of nodes and links connecting UTRAN Network Elements (Node B, RNC, and Management Platform) together. That network is responsible for transporting user, control plane data and O&M data between the UTRAN Network Elements with some requirements (addressing, security, Quality of Service…).

Several networks can fulfil these requirements. It relies on vendors, operators and third party service providers to determine best implementations for the transport network.

For a matter of clarification, the following terminology is used to distinguish between two logical levels:

· UTRAN Network Elements correspond to nodes exchanging data on Iur and Iub interfaces on an abstract level, whatever the transport option. UTRAN NEs are Node B, RNC, Management Platform. 

· Transport Network Elements are nodes of the underlying IP transport network. One purpose of this document is to clarify the mapping between Transport NEs and UTRAN NEs.

In the Transport Network, one can distinguish between end nodes (hosts) and intermediate nodes responsible for forwarding IP packets.

According to the layer and the technologies of an intermediate node (router or L2 switch), it may be aware of IP or not. Layer 2 forwarding nodes are not really part of the transport architecture, since standardisation of IP transport option is intended to be layer 2 independent.

That is the reason why transport architecture is limited to nodes implementing an IP layer.

Nodes implementing an IP layer are either hosts, or routers. According to [2], the forwarding capability is the only feature distinguishing routers from hosts.

Hosts are necessarily elements of the UTRAN (Node B, RNC) but these network elements may also be forwarding nodes for the transport. Like AAL2 switching for ATM transport, IP forwarding and routing is not part of UTRAN NE functions. Routers connect networks of IP hosts to build internets. Hosts are not allowed to route packets they did not originate.


Figure 1: Routers interconnecting IP networks.

Routers forwarding IP packets in the transport network have the following characteristics:

· They can process user plane and control plane data at any layer lower or equal to IP. 

· They may process higher layer information for Transport Network O&M or configuration purpose. 

· No specific requirement should be made on layers below IP in the architecture and no IP or higher layer mechanism shall be dependent on or optimised for a specific lower layer. Several layer 2 alternatives can be presented for a matter of justification but none shall impose or justify higher layer restrictions.

· Only forwarding functionality based on destination IP address is expected.

Other IP features may encompass tunnelling mechanisms (e.g. GRE, MPLS, L2TP, IPSec) or mechanisms requiring storage of state information for every flow (e.g. RSVP). Such features, if too much specific or complex, should not be required to be standard function of the transport network.

In IP architecture, a host sees only routers directly accessible (without intermediate router). In most cases (no multi-homing), there is only one such router, named First Router in the Architecture. A node acting as a router may be a First Router for other Node Bs.

If the First Router is part of the IP network of routers, it is typically named Edge Router.

In the special case when two UTRAN NEs are directly connected with a point-to-point link, taking no benefit of IP infrastructure, no intermediate router exists between both UTRAN NEs.  However there are still benefits for IP (e.g. no QAAL2). This case constitutes one very specific topology solution.


Figure 2: Reference Architecture for IP Transport Network 

The physical medium between one Node B and the first router is expected to be bandwidth limited. Even if a point-to-point link is the most likely alternative, the “Last Mile” connection can be any kind of network.

The same bandwidth issue is not expected between RNC and the first router.

Architecture in Figure 2 refers to transport and not to UTRAN RNL. An addressing is required at Transport nodes level that is different from UTRAN bearers addressing. The addressing scheme for signalling and transport bearers is out of the scope of current contribution.
Note: layers below IP can be anything transporting IP. Any layer 2 protocol, directly on top of physical layer or any higher layer transporting IP through tunnelling can be used

3 Node Addressing and routing architecture

IP routing is based on the fact that hosts and routers have IP addresses onto the network.

There is not a total freedom when allocating these addresses. Addressing is tightly linked to IP architecture principles. 

3.1 Networking 

As depicted in Figure 1, internets are built by interconnecting networks. However one preferably speaks of subnet, with VLSM (Variable Length Subnet Mask) generalization.
Some basic rules apply when dealing with addresses:

· A subnet is a set of nodes directly accesible without intermediate router;

· A node implementing an IP layer has one IP address per interface to subnet;

· All interface addresses in one subnet share a common prefix.
Since a router is connected to several subnets it interconnects, it has necessarily one IP address per subnet it is connected to.

Hosts can also have several addresses, on the same subnet or on several ones (multi-homing)

That is the reason why it is required that each UTRAN NE has one or several IP addresses, possibly on different subnets. By means of these addresses, UTRAN NEs are accessible and addressable at IP layer.

3.2 Routing architecture and protocols

Forwarding is done in routers, according to routing tables.

This information can be either statically configured, or dynamically discovered with routing protocols like RIP, OSPF, BGP…

The existence of these protocols is one big advantage of IP, in order to avoid complex manual configuration in the network and to allow quick restoration of routes. OSPF has the best performance to reach routing table convergence.

However, there is no reason to require one routing protocol in the transport network for UTRAN. This will allow maximum flexibility for vendors and operators when defining their solutions.

3.3 Autonomous Systems

The ultimate hierarchical level in IP networks is the Autonomous System. It is defined as a set of hosts and routers under the same administrative responsibility.

Here again, we see no reason to impose rules on the use of Autonomous Systems. One or several Autonomous System may cover one UTRAN.

4 Proposal

It is proposed to add sections 2 and 3 for discussion to [1] paragraph 6.8. Following text is proposed to be agreed and introduced in paragraph 7.8:

7.8 Transport architecture and routing aspects

The following terminology is used to distinguish between two logical levels:

· UTRAN Network Elements correspond to nodes exchanging data on Iur and Iub interfaces on an abstract level, whatever the transport option. UTRAN NEs are Node B, RNC, Management Platform. 

· Transport Network Elements are nodes of the underlying IP transport network. They can be hosts or routers, if they are allowed to forward IP packets.

Hosts are necessarily elements of the UTRAN (Node B, RNC) but these network elements may also be forwarding nodes for the transport. However, IP forwarding and routing is not part of UTRAN NE functions.
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Figure 3: Reference Architecture for IP Transport Network 

Routers forwarding IP packets in the transport network have the following characteristics:

· They can process user plane and control plane data at any layer lower or equal to IP. 

· They may process higher layer information for Transport Network O&M or configuration purpose. 

· No specific requirement should be made on layers below IP in the architecture and no IP or higher layer mechanism shall be dependent on or optimised for a specific lower layer. Several layer 2 alternatives can be presented for a matter of justification but none shall impose or justify higher layer restrictions.

· Only forwarding functionality based on destination IP address is required.

UTRAN NEs shall have at least one IP address, onto one or several IP subnets.

No restriction is imposed, regarding routing domains and autonomous systems.
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