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[bookmark: _Toc509506724][bookmark: _Toc509506904]Introduction
[bookmark: _Hlk509572055]Following the email discussion from the last RAN2 meeting, an architecture option (1a CP alternative 4) was added based on keeping the full F1 protocol stack (incl. IP layer) in the IAB node acting as DU. In this option, the gNB-DU of the donor gNB provides IP routing functionality to the IAB node. This paper addresses how the IAB node IP address assignment is handled in this architecture. 
Overview of IAB architecture that keeps full F1 headers
This architecture is based on allowing IP traffic all the way between the CU and the IAB node. In this way, all F1 traffic (user plane / signalling) can be supported in a similar way. This is illustrated in the high level protocol stacks below for UE signalling (a), UE data (b), IAB (MT) RRC (c) and IAB (DU) F1-AP signalling (d).





This solution has the following characteristics: 
· The IP-layer carried by adapt is connected to the fronthaul’s IP-plane through a routing function at the IAB-donor DU. On this IP-layer, all IAB-nodes hold IP-addresses, which are routable from the IAB-donor CU as well other nodes (incl. OAM).
· The extended IP-plane allows native F1-C and F1-U to be used between IAB-node DU and IAB-donor CU-CP/UP. Signalling traffic can be prioritized on this IP routing plane using DSCP markings in compliance with TS 38.474. 
· F1-C is protected via NDS, e.g. via D-TLS/IPSec, as established by S3-181838.
· The UE’s and the MT’s RRC use SRB, which is carried over F1-C in compliance with TS 38.470.

IP address assignment for full F1 architecture alternative
Currently in 3GPP systems, the IP address assignment to UEs is performed by the CN. For IAB nodes, however it is possible to limit the impacts on the CN by instead making the IP management of IAB nodes RAN internal. This would reduce the need to terminate CN interfaces (e.g. N4) in the RAN nodes.

Observation 1	By moving the IP management for the IAB nodes to RAN, the CN impacts of supporting IAB nodes could be reduced.

One straightforward solution for IP address assignment in RAN would be to use IPv6 mechanism such as ICMPv6 Router Advertisement sent from the donor DU to the IAB node over the backhaul bearers. This method of IP address assignment has already been defined between UEs and 5GC in 23.502. Below is high level description of the procedure:
1. The IAB node connects as an MT to the donor CU using existing UE methods (RRC setup request)
2. The UE registers to the CN and trigger UE context setup in RAN (see discussion on CN impacts in next section)
3. The donor CU configures 1 or more backhaul bearers towards the IAB node (and configures the adaption layer at the IAB node and the node serving the IAB node (i.e. another IAB node or the donor DU))
4. The donor DU sends out ICMPv6 Router Advertisement (RA) to the IAB node
a. It is also possible for IAB node to initiate this by sending ICMPv6 Router Solicitation
5. The IAB node, when it receives the ICMPv6 RA, generates 1 or more IPv6 addresses 
6. The IAB node announces the IP addresses to the donor DU using ICMPv6 Neighbor Solicitation and Neighbor Advertisement
7. The donor DU creates a mapping between IP address(es) of the IAB node and corresponding adaptation layer address and backhaul bearer.
After the IAB node has successfully been assigned 1 or more IP addresses, it can contact the OAM system, as well as perform F1-AP setup towards a CU.
Observation 2	Existing IPv6 mechanisms such as ICMPv6 protocol can be applied to IAB node addressing and routing. Using the current mechanism can reduce the standardization effort.

[bookmark: _Toc516581128][bookmark: _Toc516655061][bookmark: _Toc516655219][bookmark: _Toc517100818][bookmark: _Toc517409240]When IAB nodes connect as an MT, the CU will setup one or more backhaul bearers which could be used for IP address assignment between the IAB node and donor-DU
[bookmark: _Toc516581129][bookmark: _Toc516655062][bookmark: _Toc516655220][bookmark: _Toc517100819][bookmark: _Toc517409241]The IAB node and donor-DU can use existing IPv6 Neighbor Discovery Protocol (as also defined in 23.502) to assign one or more IP addresses to the IAB node
[bookmark: _Toc516581130][bookmark: _Toc516655063][bookmark: _Toc516655221][bookmark: _Toc517100820][bookmark: _Toc517409242]As a result of the NDP, the DU will also create a mapping between IAB IP address and adaptation layer address / backhaul bearer 

Observation 3	It is FFS if also IPv4 mechanism is required.


CN impacts
With the proposal in previous section, it is no longer needed for IAB operation to setup a user plane and perform any IP assignment in the CN. Instead, the CN would mainly be used to authenticate the IAB(MT) and to create a UE context in the RAN for the IAB node, without a need to establish a PDU session for the MT part of the IAB node. A high level example of such procedure is shown below.

[image: ]

For IAB nodes operating in SA mode over backhaul, this means that the IAB node only performs CN registration, but no PDU session registration. After the CN registration, the 5GC can create UE context for the IAB node in the RAN (without any PDU session resources). In this way, there is no need to setup any SMF/UPF resources for the IAB nodes. 5GC already supports the possibility to only perform registration without setting up PDU sessions as well as setting up a UE context in RAN without PDU session resources.

Observation 4	It is necessary for IAB node to only perform CN registration without PDU session registration/setup, which is a feature already supported by 5GC.

For IAB nodes operating in NSA mode, it is currently required in EPC to setup a default PDN connection when attaching to the network in order for the EPC to create a UE context in the RAN. Either this principle could be changed for IAB nodes or IAB node could still setup a default PDN Connection which is simply not used for F1 traffic. Similar to the SA case, the RAN would setup special backhaul bearers which are not associated with any PDN connection which could be used for IAB – DU communication (incl. IP address assignment).
Observation 5	In EPC, it is currently required to setup a default PDN connection at attach in order for the UE context to be created in the RAN. Either this PDN connection is setup but not used after for F1 traffic to/from IAB node, or the EPC principles are slightly changed allowing the EPC to create a UE context without E-RABs.

Proposal 4	The CN should not be involved in the user plane related aspects of the IAB node (incl. IP address assignment). In this way, the CN impacts of support IAB nodes are reduced and there is no need to define any CN interfaces down to the IP routing function in the donor-DU.
Proposal 5	More detailed studies are needed to determine the exact impact on EPC and 5GC for supporting IAB nodes.
Proposal 6	The text proposal in section 6 should be adopted to TR 38.874.

[bookmark: _Toc509506736][bookmark: _Toc509506915][bookmark: _Hlk509503543]Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we have observed that: 
Observation 1	By moving the IP management for the IAB nodes to RAN, the CN impacts of supporting IAB nodes could be reduced.
Observation 2	Existing IPv6 mechanisms such as ICMPv6 protocol can be applied to IAB node addressing and routing. Using the current mechanism can reduce the standardization effort.
Observation 3	It is FFS if also IPv4 mechanism is required.
Observation 4	It is necessary for IAB node to only perform CN registration without PDU session registration/setup, which is a feature already supported by 5GC.
Observation 5	In EPC, it is currently required to setup a default PDN connection at attach in order for the UE context to be created in the RAN. Either this PDN connection is setup but not used after for F1 traffic to/from IAB node, or the EPC principles are slightly changed allowing the EPC to create a UE context without E-RABs.

[bookmark: _Toc509506670][bookmark: _Toc509506741][bookmark: _Toc509506763][bookmark: _Toc509506797][bookmark: _Toc509506865][bookmark: _Toc509506920][bookmark: _Toc509506937][bookmark: _Toc509507106]Based on these observations, we propose the following:
Proposal 1	When IAB nodes connect as an MT, the CU will setup one or more backhaul bearers which could be used for IP address assignment between the IAB node and donor-DU.
Proposal 2	The IAB node and donor-DU can use existing IPv6 Neighbor Discovery Protocol (as also defined in 23.502) to assign one or more IP addresses to the IAB node.
Proposal 3	As a result of the NDP, the DU will also create a mapping between IAB IP address and adaptation layer address / backhaul bearer.
Proposal 4	The CN should not be involved in the user plane related aspects of the IAB node (incl. IP address assignment). In this way, the CN impacts of support IAB nodes are reduced and there is no need to define any CN interfaces down to the IP routing function in the donor-DU.
Proposal 5	More detailed studies are needed to determine the exact impact on EPC and 5GC for supporting IAB nodes.
Proposal 6	The text proposal in section 6 should be adopted to TR 38.874.

Text proposal to TR 38.874
8.3.4 CP alternatives for architecture 1a
<Skip to alternative 4>

Alternative 4: 
Figure 8.3.4 - 4 shows protocol stacks for UE’s RRC, MT’s RRC and DU’s F1-AP for alternative 4. In these examples, the adaptation layer resides on top of RLC and carries an IP-layer as discussed in section 8.2.2. This alternative has the following main features:

· The IP-layer carried by adapt is connected to the fronthaul’s IP-plane through a routing function at the IAB-donor DU. On this IP-layer, all IAB-nodes hold IP-addresses, which are routable from the IAB-donor CU-CP.
· IP address assignment to the IAB node could be based IPv6 Neighbour Discovery Protocol where the DU act as an IPv6 router sending out ICMPv6 Router Advertisement over 1 or more backhaul bearer towards the IAB node. Other methods are not excluded.
· The extended IP-plane allows native F1-C to be used between IAB-node DU and IAB-donor CU-DCP. Signalling traffic can be prioritized on this IP routing plane using DSCP markings in compliance with TS 38.474. 
· F1-C is protected via NDS, e.g. via D-TLS, as established by S3-181838.
· The UE’s and the MT’s RRC use SRB, which is carried over F1-C in compliance with TS 38.470. 
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