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1. Introduction
There’s no final decision about the handling of intra-system end marker, e.g. per PDU session, per DRB or per QoS flow on the NG/Xn interface? In this contribution, we further discuss the issues from both perspectives of handover and DC (intra-NR DC, NGEN-DC, NE-DC).
2. Per tunnel or per QoS flow?
2.1. Handover
The following agreements have been made at RAN2 for the purpose of “lossless handover”:
	Agreements at RAN2#Adhoc:
=>	RAN should have an option to perform handover by preserving part of the DRB configuration and QoS flow to DRB mapping complemented by established/removed DRBs with corresponding changes in the QoS flow mapping.

	Agreement at RAN2#102:
R2 assumes that lossless handover could be supported for RLC AM DRBs for DRBs that are kept during the handover, with or without QoS flow remapping.


The following texts are quoted for the data forwarding (R3-183513):
	9.2.3.2.x	Data Forwarding
The following description depicts the data forwarding principles for intra-system handover (applicability to be confirmed for the indirect forwarding case). 
When “lossless handover” is required the source NG-RAN node may include information on DRBs for which PDCP SN status needs to be preserved. The target NG-RAN node may send back to the source NG-RAN node one tunnel address per DRB for which it accepts the forwarding. One tunnel per PDU session may be setup for the forwarding of the new incoming packets of the PDU session. 
In case of no lossless data forwarding, the target NG-RAN node may send back to the source NG-RAN node one tunnel address for the PDU session to enable the source NG-RAN node to forward all the new incoming packets of the PDU session.
The following description depicts the data forwarding principles for intra-system Xn handover. 
====================NON-RELATED ARE OMITTED FOR SHORT=========================
-	For any QoS flow accepted for data forwarding by the target NG-RAN node and for which a DRB DL forwarding tunnel was established for a DRB to which this QoS flow was mapped at the source NG-RAN node, any fresh packets of this QoS flow shall be forwarded as PDCP SDUs via the mapped DRB DL forwarding tunnel.


And to ensure in-sequence delivery for the case of QoS flow remapping, RAN2 made the following agreements:
	Agreements at RAN2#101:
=>	For DL it is left up to gNB implementation.
Agreements at RAN2#101bis:
=>	An uplink end marker, is introduced in the SDAP layer, for QoS flow relocation.
Agreements at RAN2#102:
−A one byte SDAP PDU (a SDAP control PDU) is used as end marker PDU. 



End marker handling on per DRB tunnel
According to the agreement at RAN2 and RAN3, to ensure “lossless handover” for QoS flow(s) that mapped on the RLC AM DRB, the DRB will be kept during the handover no matter with or without QoS flow remapping. And per DRB tunnel will be established for these DRBs. Figure 1 below illustrates one possible “lossless handover” implementation with the QoS flow remapping during handover.
As illustrated in Figure 1 below, during handover, the Flow1 and Flow2 mapped on the source DRB1 will be remapped to the target DRB2, i.e. all three flows (Flow1~Flow3) will be mapped on a single DRB2 in the target. In order to ensure the lossless and in-order delivery during the handover procedure, a DRB1 with the same DRB configuration and QoS flow to DRB mapping as in the source-gNB is setup in the target-gNB temporarily. Meanwhile, all three flows are mapped on DRB2. According to the agreement at RAN3#100, all legacy packets of Flow1 and Flow2 in the source-gNB, including PDCP PDU and fresh SDAP SDU, are forwarded in the single tunnel for DRB1.
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Figure 1
In the above example, the last packet of Flow2 may arrive at the target-gNB far earlier than the last packet of Flow1. 
· If adopting per DRB (i.e. per tunnel) end marker: The fresh packets of Flow 2 that received from the UPF can start being transmitted on DRB2 (target-gNB) only after all the packets forwarded from the source-gNB are successfully transmitted on DRB1 (target-gNB) , so the fresh data transmission of Flow2 will be unnecessarily delayed if the leftover data forwarding of Flow1 would take too much time. 
· If adopting per QoS flow end marker: The fresh packets of Flow2 that received from the UPF can be initiated transmission on DRB2 (target-gNB) as soon as the last packet of Flow2 forwarded from the source-gNB is successfully transmitted on DRB1. I.e. the fresh packets of Flow2 received at the target from UPF will not be delayed.
From our understanding, both solutions (per DRB end marker / per QoS flow end marker) can work with the per DRB tunnel. However, it’s beneficial to adopt per QoS flow end marker to reduce the packets delay, especially for the delay sensitive service.
Observation 1: Both solutions, i.e. per DRB (i.e. per tunnel) end marker / per QoS flow end marker, can work with the per DRB tunnel. However, it’s beneficial to adopt per QoS flow end marker to reduce the packets delay, especially for the delay sensitive service.

End marker handling on per PDU session tunnel
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Figure 2
Per RAN3 agreement, in case of no lossless data forwarding, per PDU session tunnel will be established. In this case, only the fresh SDAP SDU will be forwarded to the target, as illustrated in Figure2 above for example. 
Similarly, in the above example in Figure2, the last packet of Flow2 may arrive at the target-gNB far earlier than the last packet of Flow1. 
· If adopting per PDU session (i.e. per tunnel) end marker: The fresh packets of Flow 2 that received by the target gNB from the UPF can start being transmitted only after all the packets forwarded from the source-gNB are successfully transmitted, so the fresh data transmission of Flow2 will be unnecessarily delayed if the leftover data forwarding of Flow1 would take too much time. 
· If adopting per QoS flow end marker: The fresh packets of Flow2 that received from the UPF by the target gBN can be initiated transmission as soon as the last packet of Flow2 forwarded from the source-gNB is successfully transmitted. I.e. the fresh packets of Flow2 received at the target from UPF will not be delayed .
Similar to the analysis for the per DRB tunnel, from our understanding, both solutions (per PDU session end marker / per QoS flow end mark) can work with the per PDU session tunnel. However, it’s beneficial to adopt per QoS flow end marker to reduce the packets delay, especially for the delay sensitive service.
Observation 2: Both solutions, i.e. per PDU session (i.e. per tunnel) end marker / per QoS flow end marker, can work with the per PDU session tunnel. However, it’s beneficial to adopt per QoS flow end marker to reduce the packets delay, especially for the delay sensitive service.
Given above analysis, the most flexible way is to support both the per tunnel end marker and per QoS flow end marker in R15 for the handover purpose. And it’s up to the 5GC to decide whether to adopt a per tunnel end marker or per QoS flow end marker for a PDU session. With the reception of end marker from the 5GC, the NG-RAN forwards the per tunnel end marker (i.e. per DRB/per PDU session) or per QoS flow end marker correspondingly on the Xn interface.
Proposal 1: Both per tunnel end marker and per QoS flow end marker should be supported in R15 for handover purpose (both on NG-U and Xn).
Proposal 2: It’s up to the 5GC to decide whether to adopt a per tunnel end marker or per QoS flow end marker for a PDU session. With reception of end marker over NG-U, the source NG-RAN sends the per tunnel end marker (i.e. per DRB/per PDU session) or per QoS flow end marker correspondingly over Xn to the target.
2.2. DC
RAN2 has agreed that both DRB level offloading and QoS flow level offloading should be supported. Given that, per QoS flow end marker should anyway be supported on the NG-U interface. 
Proposal 3: Per QoS flow end marker should anyway be supported on NG-U to support QoS flow level offloading.
Since the whole DC topics being de-prioritized in R15, issues like the handling of data forwarding, the support of lossless offloading (i.e. lossless, in-order delivery) etc. have not be clearly discussed. To facilitate the decision of end marker, some general considerations are given below.
DRB level offloading
To ensure lossless offload, it’s straight forwarding that a DRB tunnel will be established between the MN and SN. Then quite similar as the analysis in the above section for handover, both solutions (per DRB end marker / per QoS flow end marker) can work with the per DRB tunnel. However, obviously, it’s beneficial to adopt per QoS flow end marker to reduce the packets delay, especially for the delay sensitive service.
QoS flow level offloading
It hasn’t be discussed yet whether per DRB tunnel or per PDU session tunnel will be established between the MN and SN. However, no matter what kind of tunnels are established, it is also similar as the analysis above for handover, if multiple QoS flows from a single source DRB (e.g. on MN) are offloaded to the target DRB (e.g. on SN), both solutions (per tunnel (either per DRB or per PDU session) end marker / per QoS flow end marker) can work. However, it’s also obvious that there’s benefit to adopt per QoS flow end marker to reduce the packets delay, especially for the delay sensitive service.
It can be seen from the above analysis that it’s also beneficial to support per QoS flow end marker over the Xn interface for the operation of DC in the future.
Proposal 4: Per QoS flow end marker should also be supported over Xn for DC.
3. Specify the per QoS flow end marker
Per tunnel end marker is already supported in the GTP-U spec 29.281. The End Marker message is introduced on GTP-U to send the per GTP-U tunnel end marker (refer to the Annex for more information) [1]. If per QoS flow end marker is to be agreed, the question is how to specify it. 
A new spec 38.415 (PDU Session User Plane Protocol) has been introduced by RAN3 in NR. So generally speaking, the per QoS flow end marker can either be specified in 29.281 or 38.415. However, from our understanding, it’s better to specify in 38.415 instead of in 29.281 to avoid the impacts on specs managed by other groups.
Proposal 5: To specify per QoS flow end marker in TS38.415.
To specify the per QoS flow end marker in TS38.415, either a new PDU (e.g. END MARKER PDU) or a new information element ( e.g. EM) should be introduced. Figure 3 and Figure 4 below illustrates the new END MARKER PDU and the new information element “EM” (End marker) in the DL PDU SESSION INFORMATION respectively.

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=2)
	Spare
	1

	Spare
	Spare
	QoS Flow Identifier 
	1

	Padding 
	0-3


Figure 3 END MARKER PDU (PDU Type 2)


	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=0)
	Spare
	1

	EM
	RQI
	QoS Flow Identifier 
	1

	Padding 
	0-3



Figure 4: DL PDU SESSION INFORMATION (PDU Type 0) Format
Proposal 6: Either to introduce a new END MARKER PDU (PDU Type 2) or introduce a new IE “EM” (End marker) in the current DL PDU SESSION INFORMATION (PDU Type 0).
A draft TP is prepared for introducing per QoS flow end marker in TS38.415 
4. Conclusion and proposals
Proposal 1: Both per tunnel end marker and per QoS flow end marker should be supported in R15 for handover purpose (both on NG-U and Xn).
Proposal 2: It’s up to the 5GC to decide whether to adopt a per tunnel end marker or per QoS flow end marker for a PDU session. With reception of end marker over NG-U, the source NG-RAN sends the per tunnel end marker (i.e. per DRB/per PDU session) or per QoS flow end marker correspondingly over Xn to the target.
Proposal 3: Per QoS flow end marker should anyway be supported on NG-U to support QoS flow level offloading.
Proposal 4: Per QoS flow end marker should also be supported over Xn for DC.
Proposal 5: To specify per QoS flow end marker in TS38.415.
Proposal 6: Either to introduce a new END MARKER PDU (PDU Type 2) or introduce a new IE “EM” (End marker) in the current DL PDU SESSION INFORMATION (PDU Type 0).
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7.3.2	End Marker
The End Marker message(s) shall be sent after sending the last G-PDU that needs to be sent on a GTP-U tunnel as specified in 3GPP TS 23.401 [5] or after receiving an End Marker Indication as specified in subclause 5.7.1 of 3GPP TS 23.402 [23]. 
The End Marker message(s) shall also be sent after sending the last G-PDU that needs to be sent on a GTP-U tunnel or after receiving an End Marker Indication as specified in 3GPP TS 23.501 [28] and 3GPP TS 23.502 [29].
The End Marker message(s) shall be sent for each GTP-U tunnel, except for the case of an E-UTRAN Initiated E-RAB modification procedure. During an E-UTRAN Initiated E-RAB modification procedure, the SGW shall send End marker message(s) to the eNodeB on the old S1-U tunnel for the tunnel(s) that are switched, i.e. if the S1 eNodeB F-TEID of the GTP-U tunnel provided by the MME in a Modify Bearer Request or Modify Access Bearer Request is not the same as the one previously stored in the SGW. Each GTP-U tunnel is identified with a respective TEID value in the GTP-U header. The End Marker message indicates the end of the payload stream on a given tunnel, i.e. a G-PDU that arrives after an End Marker message on this tunnel may be silently discarded. Table 7.3.2-1 specifies the information element included in the End Marker message.
If an End Marker message is received with a TEID for which there is no context, then the receiver shall ignore this message. 
An MME may receive End Marker packets over an S11-U tunnel during the following procedures: 
-	Inter-MME TAU procedure;
-	Establishment of S1-U bearer during Data Transport in Control Plane CIoT EPS optimisation.
The MME shall discard the End Marker packets. The MME may also initiate the release of the corresponding S11-U resources; however the release of the S11-U resources is implementation dependent.
The optional Private Extension contains vendor or operator specific information.
Table 7.3.2-1: Information Elements in End Marker message
	Information element
	Presence requirement
	Reference

	Private Extension
	Optional
	8.6





image2.png
last packet

for

last packet
for Flow:

r Flow2

. tunnel for PDU seesion1

Flow1 Flow2
DRB1 ‘ DRB2
0jLo-o

Source-gNB

Flow1

Flow2

DRB1

Target-gNB





image1.png
last packet
for Flow:

last packet
for Flow2

. tunnel for DRB1

Flowl Flow2  Flow3 Flowl; {Flow2 Flojl How2 [Flo

DRB1 DRB2
m

Source-gNB Target-gNB

DRB2





