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1. Introduction
At RAN3#98, there was a joint session between RAN3 and SA2, which focussed mainly on the issue of the definition of RNA and whether CN aided extensions should be supported (e.g. paging and context fetch).

This document further discusses this unresolved issue.

2. Issue description
RAN3 has a current working assumption according to which Xn inter-connectivity is assumed within the UE’s RAN Notification Area (RNA) while the UE is in the RRC-INACTIVE state.

During RAN3#98, this assumption was challenged, and in particular, documents [1] and [2], together with related discussion (including that of the joint session with SA2) provided some background on motivation and technical consequences.

Regarding the motivation, there seem to be two separate scenarios under consideration:
1) A scenario where the RNA is set as large as possible, to minimize RAN signalling updates (for example, where the RNA is set as the registration area of the UE and/or a list of TAIs)

2) A scenario where the X2 connectivity has some breaks even in a local area (either due to temporary failures, or to some connectivity limitations)

Then in order to handle these scenarios, it is proposed to enable the CN to support RRC-INACTIVE procedures without changing the fundamentals i.e.: to enable context fetch via the CN, and to enable “RAN paging” via the CN. The idea is to decouple the operation of the feature from the intra-RAN connectivity.

3. Discussion of scenarios and CN-aided solutions

When considering the CN-aided solutions, it seems obvious that they negate at least in part the objectives of the feature, i.e. minimizing the access time and keeping access procedures within the RAN to the largest extent possible. It is understood that the CN may act as a transparent transport both to context fetch and to paging messages, but clearly the overall access latency increases. In detail, and as shown in Figure 1 below:

· For MT, the anchor will likely try to page using Xn connectivity, then escalate to the CN, hence initial paging delay will increase significantly considering the UE’s DRX.
· Context fetch procedures contribute additional delay due to the overall round trip via the CN (this may be dwarfed by the paging delay for MT, but will be significant in the MO case); in addition, if the resume ID is not unique, there could be extra delay as the new node may first attempt to attempt a context fetch to a neighbour.
· Once the context is obtained at the target, there is still a need to set up a data forwarding path, which may well have to be indirect causing extra latency.
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Figure 1: Signalling required for MT data when using CN-aided procedures in RRC-INACTIVE

There are several details that would need to be studied further to reach a stable solution. But the main issue is whether the scenarios described in the previous section fit CN-aided signalling. Considering each in turn:
1) Scenario #1 is basically large-area mobility without any tracking, which would result in many access attempts taking place outside the Xn connectivity area of the anchor. For such scenario, the direct reuse of RRC-INACTIVE procedures seems inherently inefficient both in terms of signalling and latency.

Hence,

Observation 1: For scenario 1 (large area mobility without tracking), the direct reuse of RRC-INACTIVE procedures seems inherently inefficient both in terms of signalling and latency, and other solutions should be considered, which may provide a better fit.

2) Scenario #2 could be an error case, or simply a problem due to connectivity issues. Note that if the two neighbour RAN nodes are connected to the same AMF, Xn connectivity should generally be possible except in some very specific topologies or in failure cases.

Since the network determines each UE’s RNA, if the lack of connectivity is known (either because it is permanent, or due to temporary issues e.g. link congestion), then the network can take this lack of connectivity into account in the RNA setting. On the other hand, specifically setting the RNA to span breaks in Xn connectivity leads to a situation similar to scenario 1, where other solutions may be preferable.

If conversely the Xn connectivity is lost and for some reason the anchor is not aware (e.g. it happens after the RNA configuration of the UE), then this is a “normal” error case which can always happen and for which error handling procedures must be defined anyway.

In either case, there does not seem to be a requirement to provide a CN-based fall-back.

Therefore, we can state:

Observation 2: For scenario 2 (temporary or permanent unavailability of Xn), either the RNA is set appropriately, or normal error handling will be triggered when the UE tries to access (or the anchor tries to page).
Following the above discussion, we conclude that the operation of RRC-INACTIVE should be combined with RNA based on Xn connectivity, where the non-availability of such connectivity should be handled as an error case. Secondly, that operation over larger areas while preserving the RAN context should be considered as an additional topic – although it may be possible to have a common framework. This enhancement requires further study since tying it to the RRC-INACTIVE procedures results in a design with rather poor latency performance.
Proposal 1: Operation in larger areas with context kept in RAN, and without strict Xn support requirement, should be the object of further study (with target release FFS). For RRC-INACTIVE, it should be assumed that the RNA has Xn support in the normal case.
The next section provides a possible way to combine wide area mobility with low latency access, noting that this is only given as an example, and other options are possible.

3. Example of possible wide-area scheme
The basic goal is to define a state or mode of operation where the RAN context is preserved, but the UE is not given a RAN notification area, nor is it required to perform periodic updates. In addition, the paging action should not require attempts at multiple levels, and the user plane should not require forwarding on access.
A simple way to fulfil these requirements is to build on the concepts of suspension/resumption as per the LTE User Plane CIoT EPS optimization feature. Since the NG bearers are suspended in this concept, the CN remains in control of paging, while RAN context transfer is possible but not mandatory at every access attempt (the target can fall back to setting up a new RRC connection). Such a feature then achieves the requested wide area mobility, while improving in most cases the latency with respect to the normal IDLE state, and without introducing additional sources of latency.
The details of this approach have been discussed in [3] where this mode of operation (“RRC IDLE with AS context stored in RAN") is proposed to be named as RRC-INACTIVE/IDLE. 

The principles of operation are as follows:

-
NAS state is CM-IDLE in both UE and AMF. 

-
NG-C is suspended, no NG-U.

-
The UE is not given a RAN notification area. 

-
The UE is not given a periodic RAN update timer as periodic registration timer applies and is running. 

-
The UE triggers RRC resume procedure when having pending MO data or signalling, and when responding to RAN paging.

-
Only CN paging applies, there is no RAN paging.

-
The UE listens to CN paging only.

And the overall UE state description (RRC/NAS/NG combinations) could be as shown in the figure below:
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Figure 2: Possible structure and correspondence of NAS / RRC states when RRC INACTIVE/IDLE is introduced
Observation 3: The RRC-INACTIVE/IDLE concept is an example of how to achieve wide area mobility with improved latency over RRC-IDLE.
4. Conclusions

This contribution has discussed scenarios and requirements for RRC-INACTIVE OPERATION, with focus on the open issue related to need (or otherwise) of CN-aided procedures. From the analysis of the motivating scenarios, the following observations are made:

Observation 1: For scenario 1 (large area mobility without tracking), the direct reuse of RRC-INACTIVE procedures seems inherently inefficient both in terms of signalling and latency, and other solutions should be considered, which may provide a better fit.

Observation 2: For scenario 2 (temporary or permanent unavailability of Xn), either the RNA is set appropriately, or normal error handling will be triggered when the UE tries to access (or the anchor tries to page).
With this in mind, we conclude that support of scenario 1 by extending RRC-INACTIVE is not an optimal approach, and therefore propose the following:
Proposal 1: Operation in larger areas with context kept in RAN, and without strict Xn support requirement, should be the object of further study (with target release FFS). For RRC-INACTIVE, it should be assumed that the RNA has Xn support in the normal case.

Finally, we have provided an example of a possible alternative based on the RRC-INACTIVE/IDLE concept.
Observation 3: The RRC-INACTIVE/IDLE concept is an example of how to achieve wide area mobility with improved latency over RRC-IDLE.
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