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1
Introduction
User inactivity monitoring was discussed at RAN3#98, but no conclusion was made.
This paper discusses how to handle user inactivity monitoring. 

2
Discussion
In general, user inactivity monitoring should be performed where PDCP layer is located. There are multiple reasons. 
· The enforcement point of user inactivity monitoring should be associated with UE-AMBR enforcement point since it is per UE parameter.

· User inactivity is not a real-time order like msec.
· The cardinality for gNB-CU : gNB-CU-CP = 1 : 1, gNB-CU-CP : gNB-CU-UP = 1 : M, gNB-CU : gNB-DU = 1 : N

· In case of multiple gNB-DUs to be supported for one UE, gNB-CU-UP should coordinate all the gNB-DUs data activity.
Proposal 1: It is proposed to support user inactivity monitoring in the node hosting NR PDCP.
Proposal 2: It is proposed to agree on TP for TS 38.401 provided in the Annex.

3
Conclusions
Proposal 1: It is proposed to support user inactivity monitoring in the node hosting NR PDCP. 
Proposal 2: It is proposed to agree on TP for TS 38.401 provided in the Annex.

Text Proposal to TS 38.401 
Beginning of Text Proposal to TS 38.401
6
NG-RAN architecture

6.1
Overview
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Figure 6.1-1 Overall architecture
The NG-RAN consists of a set of gNBs connected to the 5GC through the NG interface.

An gNB can support FDD mode, TDD mode or dual mode operation.

gNBs can be interconnected through the Xn interface. 
 A gNB may consist of a gNB-CU and one or more gNB-DU(s). A gNB-CU and a gNB-DU is connected via F1 interface.
One gNB-DU is connected to only one gNB-CU.

NOTE:
For resiliency, a gNB-DU may be connected to multiple gNB-CU by appropriate implementation.
NG, Xn and F1 are logical interfaces. 
For NG-RAN, the NG and Xn-C interfaces for a gNB consisting of a gNB-CU and gNB-DUs, terminate in the gNB-CU. For EN-DC, the S1-U and X2-C interfaces for a gNB consisting of a gNB-CU and gNB-DUs, terminate in the gNB-CU.  The gNB-CU and connected gNB-DUs are only visible to other gNBs and the 5GC as a gNB. A possible deployment scenario is described in Annex A.

User inactivity monitoring is performed in gNB-CU.
The NG-RAN is layered into a Radio Network Layer (RNL) and a Transport Network Layer (TNL).

The NG-RAN architecture, i.e. the NG-RAN logical nodes and interfaces between them, is defined as part of the RNL.

For each NG-RAN interface (NG, Xn, F1) the related TNL protocol and the functionality are specified. The TNL provides services for user plane transport, signalling transport.

In NG-Flex configuration, each gNB is connected to all AMFs within an AMF Region. The AMF Region is defined in 3GPP TS 23.501 [3]. 

If security protection for control plane and user plane data on TNL of NG-RAN interfaces has to be supported, NDS/IP 3GPP TS 33.501 [13] shall be applied.
End of Text Proposal to TS 38.401
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