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Introduction

Network slicing as one important feature for 5G has been discussed in past several meetings and the output of progress was agreed to captured into specifications [1][2][3]. It is straightforwardness to consider the impacts of NW slicing on aspects of high layer functional split. During the past meetings when discussing RRM functional split for CU DU topic, several contributions [4][5][6][7][8] bring concerns about the impact. Due to stringent schedule requirement for EN-DC, the impacts analysis was postponed. Since the first version of EN-DC has been issued then it is appropriate to consider the impact for the CU DU interface. This contribution brings some initial consideration on this topic.  

Discussion

There are mainly two aspects relate to NW slicing need to be considered in high layer functional split topic. 

One is related slice available impacts mainly due to the reason  that the slice may be deployed discontinuously. 

The other aspect is Per slice PDU session control. Since Slice awareness in NG-RAN is introduced at PDU session level, then UE Context Management procedures which relate to DRBs/PDU session in F1 interface also need to consider how to support NW slicing in CU and DU.  
Slice available impacts

It is specified in [1] that NW slicing  may be available in part of the network. The description is copied below for reference. Then it is also possible NW slicing may be available in part of the DU entity. Different DU may support different NW slicing. The interpret is described in the figure 1. 

	Slice Availability

-
Some slices may be available only in part of the network. Awareness in the NG-RAN of the slices supported in the cells of its neighbours may be beneficial for inter-frequency mobility in connected mode. It is assumed that the slice availability does not change within the UE’s registration area.
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Figure 1 NW slicing deployment in CU-DU architecture

Observation 1：Different DU may support different slices.

It was agreed in specification that gNB should provide NW slicing configuration to 5G Core during NG setup / RAN configuration update procedure.  The detail of NG SETUP REQUEST message is shown as below as reference. 

Table 1: NG SETUP REQUEST message IE structure

	Supported TAs
	
	1..<maxnoofTACs>
	
	Supported TAs in the NG-RAN node.
eNote: TAs applicable for 5G as well
	GLOBAL
	reject

	>TAC
	M
	
	<ref>
	Broadcast TAC
	-
	

	>Broadcast PLMNs
	
	1..<maxnoofBPLMNs>
	
	Broadcast PLMNs
	-
	

	>>PLMN Identity
	M
	
	9.3.3.1
	
	
	

	>>TAI Slice Support List
	O
	
	Slice Support List

9.3.1.28
	Supported S-NSSAIs per TA. FFS if temporarily unavailable status of S-NSSAI need to be considered.
	YES
	ignore


Similar as in NG interface, the DU was configured by O&M with supported slices and if supported, the DU shall send the slice configuration to CU and then CU trigger the NG Setup procedure towards 5G Core. Therefore the F1 procedure such as F1 SETUP and gNB-DU Configuration Update need to be enhanced to support NW slicing in line with NG interface.

Proposal 1: In case of supporting network slicing, the slice related information (e.g. S-NSSAI) needs to be included in F1 SETUP and gNB-DU Configuration Update procedure.

How to support Slice related information over F1 interface

Since TA information has not been included in F1AP procedures yet (e.g F1 SETUP REQUEST,gNB-DU Configuration Update), there are several approaches to achieve this.  

The straightforward approach is to add TA and TA support NW slicing information into F1 procedures. From DU O&M, DU acknowledges its TA and the supported slices. DU provides TA and supported slices information to CU and CU collects the configuration and merges them as CU TA and supported slices information. In turn, CU sends updated TA and supported slices to 5G Core (e.g AMF). The example update of F1 SETUP REQUEST is shown below:  

  Table 2: F1 SETUP REQUEST message 

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Transaction ID
	M
	
	9.3.1.23
	
	YES
	reject

	gNB-DU ID
	M
	
	9.3.1.9
	
	YES
	reject

	gNB-DU Name
	O
	
	PrintableString(SIZE(1..150,…))
	
	YES
	ignore

	Supported TAs
	
	1..<maxnoofTACs>
	
	Supported TAs in the gNB-DU
	
	

	>Broadcast PLMNs
	
	1..<maxnoofBPLMNs>
	
	Broadcast PLMNs
	-
	

	>>PLMN Identity
	M
	
	x.x.x.x
	
	
	

	>>TAI Slice Support List
	O
	
	Slice Support List

x.x.x.x
	Supported S-NSSAIs per TA. 
	
	

	gNB-DU Served Cells List
	
	1
	
	List of cells configured in the gNB-DU
	YES
	reject

	>gNB-DU Served Cells Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	reject

	>>Served Cell Information
	M
	
	9.3.1.10
	Information about the cells configured in the gNB-DU
	-
	-

	>>gNB-DU System Information
	M
	
	9.3.1.18
	RRC container with system information owned by gNB-DU
	-
	-


Another approach is DU adds the supported slice list under Serving cell information . From DU O&M, DU acknowledges its Serving cells and the corresponding supported slice information. DU provides the served cells infor together with the supported slice information to CU. From CU O&M, CU acknowledges the relationship of TA and the cells served by DU. Based on that, CU establishes the  CU supported TA list and the corresponding supported slices and  trigger the NG Setup procedure towards 5G Core (e.g AMF). The example update of Served Cell Information in F1 SETUP REQUEST is shown below:

Table 3:Served Cell Information in F1 SETUP REQUEST Message 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	NCGI
	M
	
	9.3.1.12
	
	-
	-

	PCI
	M
	
	INTEGER (0..1007)
	Physical Cell ID
	
	

	Broadcast PLMNs
	
	1..<maxnoofBPLMNs>
	
	Broadcast PLMNs
	–
	–

	>PLMN Identity
	M
	
	9.3.1.14
	
	-
	-

	> Slice Support List
	O
	
	9.x.x.x
	Supported S-NSSAIs per Cell
	
	


Proposal 2: RAN3 to consider the above TA based approach or Cell based approach to support slices information transmission over F1 interface.

Per slice PDU session control

It is also specified in [3] that Slice awareness in NG-RAN is introduced at PDU session level. The description is copied below for reference. 

	Granularity of slice awareness

-
Slice awareness in NG-RAN is introduced at PDU session level, by indicating the S-NSSAI corresponding to the PDU Session, in all signalling containing PDU session resource information.


According to the agreement, the corresponding Stage3 specification captured NW slicing information into procedures relate to PDU session control (e.g. PDU SESSION RESOURCE SETUP REQUEST). The IE description is shown as below as reference. 

Table 4 PDU SESSION RESOURCE SETUP REQUEST
	PDU Session Resource to be Setup List
	
	1
	
	
	YES
	reject

	>PDU Session Resource to be Setup Item IEs
	
	1..<maxnoofPDUSessionResources>
	
	
	EACH
	reject

	>>PDU Session ID
	M
	
	<ref>
	
	-
	

	>>NAS-PDU
	O
	
	9.3.3.4
	
	-
	

	>>S-NSSAI 
	O
	
	9.3.1.35
	
	-
	

	>>PDU Session Setup Request Transfer
	M
	
	9.3.1.11
	
	YES
	ignore


Regarding to the QoS architecture in NR, one PDU session includes one or more QoS flows, QoS flow has one to one or one to many mapping relation with DRB. The description of PDU session and DRB in [1] is copied below for reference. In case that PDU session belongs to one slice, the corresponding DRB also subject to the same slice instance. Therefore, in case of network slicing, slice related information (e.g. S-NSSAI) needs to be added per DRB over F1AP procedures related to UE Context management.

	TS 38.300 section 12

At Access Stratum level, the data radio bearer (DRB) defines the packet treatment on the radio interface (Uu). A DRB serves packets with the same packet forwarding treatment. The QoS flow to DRB mapping by NG-RAN is based on QFI and the associated QoS profiles. Separate DRBs may be established for QoS flows requiring different packet forwarding treatment, or several QoS Flows belonging to the same PDU session can be multiplexed in the same DRB.

TS 38.300 Annex A.1
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Proposal 3:  In case of supporting PDU session related slices, the slice related information (e.g. S-NSSAI) needs to be added per DRB with F1AP UE Context management procedures.

The example modification of F1 procedures such as UE Context setup/modification is shown below.

Table 5:Modification of DRB to Be Setup List IE in  UE CONTEXT SETUP REQUEST Message 
	DRB to Be Setup/Modify List
	
	1
	
	
	YES
	reject

	>DRB to Be Setup/Modify Item IEs
	
	1 .. <maxnoofDRBs> 
	
	
	EACH
	reject

	>>DRB ID
	M
	
	9.3.1.8
	
	-
	

	>>E-UTRAN QoS
	O
	
	9.3.1.19
	Shall be used for EN-DC case to convey E-RAB Level QoS Parameters
	
	

	>>S-NSSAI
	O
	
	9.X.X.X
	Indicate NW slicing info for the DRB
	
	


Update F1 interface general aspects and principle to support network slice

Based on the above analysis, it is appropriate to update general aspects and principle of F1 interface in order to support network slice functional. The F1-C functions such as F1 interface management and F1 UE context management function need update. A proposed modification of TS 38.370 is shown at the end of this contribution.  

Proposal 4: Add network slicing support in running TS 38.470 CR.

Conclusions
Based on the analysis , we have several observations and proposals for RAN3:

Observation 1：Different DU may support different slices.

Proposal 1: In case of supporting network slicing, the slice related information (e.g. S-NSSAI) needs to be included in F1 SETUP and gNB-DU Configuration Update procedure.

Proposal 2: RAN3 to consider TA based approach or Cell based approach to support slices information transmission over F1 interface.

Proposal 3:  In case of supporting PDU session related slices, the slice related information (e.g. S-NSSAI) needs to be added per DRB with F1AP UE Context management procedures.

Proposal 4: Add network slicing support in running TS 38.470 CR.
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TP for TS38.470 is provided as below:

5.2
F1-C functions
5.2.1
F1 interface management function
The error indication function is used by the gNB-DU or gNB-CU to indicate to the gNB-CU or gNB-DU that an error has occurred.

The reset function is used to initialize the peer entity after node setup and after a failure event occurred. This procedure can be used by both the gNB-DU and the gNB-CU.

The F1 setup function allows to exchange application level data needed for the gNB-DU and gNB-CU to interoperate correctly on the F1 interface, e.g., the serving cell information, slice information. The F1 setup is initiated by the gNB-DU.

The gNB-CU Configuration Update and gNB-DU Configuration Update functions allow to update application level configuration data needed between gNB-CU and gNB-DU to interoperate correctly over the F1 interface, and may activate or deactivate cells.

-------------------------------------------

5.2.3
F1 UE context management function

The F1 UE context management function supports the establishment and modification of the necessary overall UE context.

The establishment of the F1 UE context is initiated by the gNB-CU and accepted or rejected by the gNB-DU based on admission control criteria (e.g., resource not available).

The modification of the F1 UE context can be initiated by either gNB-CU or gNB-DU. The receiving node can accept or reject the modification. The F1 UE context management function also supports the release of the context previously established in the gNB-DU. The release of the context is triggered by the gNB-CU either directly or following a request received from the gNB-DU. The gNB-CU request the gNB-DU to release the UE Context when the UE enters RRC_IDLE or RRC_INACTIVE.
This function can be also used to manage DRBs and SRBs, i.e., establishing, modifying and releasing DRB and SRB resources. The establishment and modification of DRB resources are triggered by the gNB-CU and accepted/rejected by the gNB-DU based on resource reservation information and QoS information to be provided to the gNB-DU.
The mapping between QoS flows and radio bearers is performed by gNB-CU and the granularity of bearer related management over F1 is radio bearer level. To support PDCP duplication for intra-DU CA, one data radio bearer should be configured with two GTP-U tunnels between gNB-CU and a gNB-DU.
This function can be also used to support network slice for each PDU Session over F1 interface. The slice related information per DRB needs to be transferred to gNB-DU during F1 UE context setup and modification procedure.
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