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1. Introduction
Per the latest RAN2/3 status regarding QoS Flow handling in MR-DC@5GC, it can be assumed in Stage 2 so far that:

MN can only decide the exact DRB No. for each PDU Session and the mapping of each QoS Flow to DRBs on MN side. SN decides the exact DRB No. for each PDU Session and the mapping of each QoS Flow to DRBs on SN side. MN can decide the SCG (split) bearer type for particular QoS Flow on SN side, but cannot decide and foresee which SCG (split) bearer particular QoS Flow will be mapped onto.

Meanwhile, after elaborating on current baseline Stage 3 TS38.423 more carefully, there are a number of places worth further discussing and modifying, so in this contribution, we continue discussing TS38.423.
2. Discussion

Current baseline TS38.423 is much based on TS36.423, where in LTE there is one-to-one mapping between “To Be Added/Modified/Released E-RAB” and DRB bearer of different types, and the message Structure is as follows:
	E-RABs To Be Added List

	>E-RABs To Be Added Item IE

	>>CHOICE Bearer Option

	>>>SCG Bearer

	>>>(MCG) Split Bearer

	>>>SCG Split Bearer


For NG-RAN with new QoS framework, due to the PDU Session/QoS Flows, the “one-to-one mapping” relation is broken between PDU Session and DRB bearer type, and each PDU Session may be mapped onto one or more DRBs of different bearer types. E.g. for particular PDU Session contains QoS Flow1/2/3/4, then:
In case such PDU Session is split at UPF over NG-U, e.g. QoS Flow1/2 are anchored on MN and QoS Flow3/4 are anchored on SN, then it is possible that QoS Flow1 is mapped on MCG bearer1 + QoS Flow2 is mapped on MCG split bearer2 + QoS Flow3 is mapped on SCG bearer3 + QoS Flow4 is mapped on SCG split bearer4.
In case such PDU Session is not split at UPF over NG-U, e.g. QoS Flow1/2/3/4 are all anchored on MN, then it is possible that QoS Flow1 is mapped on MCG bearer1 + QoS Flow2 is mapped on MCG bearer2 + QoS Flow3 is mapped on MCG split bearer3 + QoS Flow4 is mapped on MCG split bearer4.

Therefore, current baseline message Structure cannot really reflect above “one-to-many mapping” relation between one PDU Session and DRBs of different types, e.g. “S-NODE ADDITION/MODIFICATION REQUEST” in current baseline TS38.423.

	PDU Sessions To Be Added List

	>PDU Sessions To Be Added Item IE

	>>CHOICE Bearer Option

	>>>SCG Bearer

	>>>(MCG) Split Bearer

	>>>SCG Split Bearer


Besides, it should be distinguished between “PDU session Level QoS Parameters” and “QoS Flow Level QoS Parameters”. The IE “PDU session Level QoS Parameters” has not actually been defined yet, but “QoS Flow Level QoS Parameters” has been defined. We assume that in the baseline Structure for e.g. 9.1.2.1 “S-NODE ADDITION REQUEST”, “QoS Flow Level Parameters” is the suitable one to be refereed for each QoS Flow. Therefore, following baseline message structure is not correct and should be updated accordingly.
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Proposal 1a: In order to reflect the “one-to-many mapping” relation between one PDU Session and DRBs of different types, the QoS Flow level info for each QoS Flow of each PDU Session should be included in MR-DC specific Xn messages e.g. “S-NODE ADDITION REQUEST/ACKNOWLEDGE” message.
Proposal 1b: The existing IE “QoS Flow Level QoS Parameters” should replace the original fake IE “PDU session Level QoS Parameters”, associated to each QFI in each PDU Session.
For DRB initial setup, since it is up to SN to decide the exact DRB No. for each PDU Session and the mapping of each QoS Flow to DRB on SN side, hence MN can only decide the mapping between local QoS Flows and DRBs on MN side, meanwhile telling SN which QoS Flows are to be offloaded to SN side, as well as their associated DRB bearer type. With above example:
For the result: QoS Flow1 is mapped on MCG bearer1 + QoS Flow2 is mapped on MCG split bearer2 + QoS Flow3 is mapped on SCG bearer3 + QoS Flow4 is mapped on SCG split bearer4.

MN can only decide that QoS Flow1 is mapped on MCG bearer1 (needs not to tell SN!) + QoS Flow2 is mapped on MCG split bearer2 (needs to tell SN!), meanwhile MN needs to tell SN that QoS Flow3/4 is to be offloaded to SN side, and QoS Flow3 is to be mapped onto SCG bearer type, and QoS Flow4 is to be mapped onto SCG split bearer type.
Upon receiving the info from MN, SN further decides that QoS Flow3 is mapped onto SCG bearer3 + QoS Flow4 is mapped onto SCG split bearer4. After that, SN may needs to tell MN the outcome of local QoS Flows and DRBs on SN side.
Proposal 2a: For DRB initial setup, MN can only decide the mapping between locally anchored QoS Flows and DRBs on MN side, meanwhile telling SN which QoS Flows are to be offloaded to SN side, as well as their associated DRB bearer type.
Proposal 2b: SN may need to tell MN the mapping outcome of locally anchored QoS Flows and DRBs on SN side.
Based on above analysis, we can see the significant differences between MR-DC@5GC specific Xn message structure and legacy LTE DC message structure. The main differences with MR-DC@5GC case are highlighted as:
1: There should be two handling cycles for configuration: outer cycle is per PDU Session and inner cycle is per QoS Flow;

2: For DRB initial setup, MN and SN decide the mapping between locally anchored QoS Flows and DRBs of their own side.

3: MN and SN may need to know the mapping between QoS Flows and DRBs of their peer side.
Proposal 3a: To update the message structure of “S-NODE ADDITION REQUEST/ACKNOWLEDGE” firstly, based on above principles.
Proposal 3b: Once P3a is agreed and consolidated, similar changes will be applied for other MR-DC@5GC specific Xn messages in TS38.423.
3. Conclusion
RAN3 is kindly asked to consider following proposals:

Proposal 1a: In order to reflect the “one-to-many mapping” relation between one PDU Session and DRBs of different types, the QoS Flow level info for each QoS Flow of each PDU Session should be included in MR-DC specific Xn messages e.g. “S-NODE ADDITION REQUEST/ACKNOWLEDGE” message.
Proposal 1b: The existing IE “QoS Flow Level QoS Parameters” should replace the original fake IE “PDU session Level QoS Parameters”, associated to each QFI in each PDU Session.

Proposal 2a: For DRB initial setup, MN can only decide the mapping between locally anchored QoS Flows and DRBs on MN side, meanwhile telling SN which QoS Flows are to be offloaded to SN side, as well as their associated DRB bearer type.
Proposal 2b: SN may need to tell MN the mapping outcome of locally anchored QoS Flows and DRBs on SN side.
Proposal 3a: To update the message structure of “S-NODE ADDITION REQUEST/ACKNOWLEDGE” firstly, based on above principles.
Proposal 3b: Once P3a is agreed and consolidated, similar changes will be applied for other MR-DC@5GC specific Xn messages in TS38.423.
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5. Annex

/////////////////////////////////////////////////////////////////////  TP Start for 38.423  /////////////////////////////////////////////////////////////////////////

9.1.2.1
S-NODE ADDITION REQUEST
This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the preparation of resources for dual connectivity operation for a specific UE.
Direction: M-NG-RAN node ( S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	UE Security Capabilities
	C-

ifSCGorSCGsplitBearerOption
	
	<reference>
	
	YES
	reject

	SgNB Security Key
	C-ifSCGorSCGsplitBearerOption
	
	<reference>
	The S-KgNB which is provided by the M-NG-RAN node, see xxx.
Editor’s Note: terminology “S-KgNB” to be fixed with SA3 and RAN2
	YES
	reject

	S-NG-RAN node UE Aggregate Maximum Bit Rate
	M
	
	UE Aggregate Maximum Bit Rate 

<reference>
	The UE Aggregate Maximum Bit Rate is split into M-NG-RAN node UE Aggregate Maximum Bit Rate and S-NG-RAN node UE Aggregate Maximum Bit Rate which are enforced by M-NG-RAN node and S-NG-RAN node respectively.
	YES
	reject

	Serving PLMN
	O
	
	PLMN Identity

<reference>
	The serving PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Handover Restriction List
	O
	
	<reference>
	
	YES
	ignore

	PDU sessions To Be Added List
	
	1
	
	
	YES
	reject

	>PDU sessions To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	reject

	>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>S-NSSAI
	O
	
	
	NW Slice info associated to each PDU session
	
	

	>>NG UL GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	UPF endpoint of the NG transport bearer. For delivery of UL PDUs. only necessary for SCG bearer and SCG split bearer type.
	–
	–

	>>MN Anchored QoS Flows To Be Added Item
	
	1 .. <maxnoofQoSflows>
	
	Only for MCG split bearer type.
	
	

	>>> QFI
	
	
	
	
	
	

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	

	
	
	

	>>>>MCG Split Bearer
	
	
	
	
	
	

	>>>>> DRB id
	
	
	
	MN decides the mapping and DRB id.
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	>>>>>QoS Flow Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>>M-NG-RAN node GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
This IE can included only once per DRB.
	–
	–

	>>SN Anchored QoS Flows To Be Added Item
	
	1 .. <maxnoofQoSflows>
	
	Only for SCG bearer and SCG split bearer type.
	
	

	>>> QFI
	
	
	
	
	
	

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>>QoS Flow Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>>DL Forwarding 
	O
	
	<reference>
	
	–
	–

	>>>>SCG split Bearer
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	>>>>>Total QoS Flow Level QoS Parameters
	M
	
	PDU session Level QoS Parameters 
<reference>
	Includes the PDU session Level QoS parameters as received on NG-AMF for the PDU session
	–
	–

	>>>>>M-NG-RAN node QoS Flow Level QoS Parameters
	O
	
	PDU session Level QoS Parameters 
<reference>
	Includes, if applicable, the share the M-NG-RAN node is offering to take
	–
	–

	>>>>>DL Forwarding 
	O
	
	<reference>
	
	–
	–

	>>>>>M-NG-RAN node GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of DL PDUs. This IE can included only once per DRB.
	–
	–

	
	
	
	
	
	
	

	
	
	
	

	
	
	

	M-NG-RAN node to S-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in xxx
Editor’s Note: to be checked with RAN2
	YES
	reject

	S-NG-RAN node UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Expected UE Behaviour
	O
	
	<reference>
	
	YES
	ignore

	Requested MCG split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates that resources for MCG Split SRB are requested.
	YES
	reject


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


	Condition
	Explanation

	ifSCGorSCGsplitBearerOption
	This IE shall be present if the Bearer Option IE is set to the value "SCG bearer" or "SCG split bearer".


9.1.2.2
S-NODE ADDITION REQUEST ACKNOWLEDGE

This message is sent by the S-NG-RAN node to confirm the M-NG-RAN node about the S-NG-RAN node addition preparation.
Direction: S-NG-RAN node ( M-NG-RAN node.
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	PDU sessions Admitted To Be Added List
	
	1
	
	
	YES
	ignore

	>PDU sessions Admitted To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>S-NSSAI
	O
	
	
	NW Slice info associated to each PDU session
	
	

	>>NG DL GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	NG-RAN endpoint of the NG transport bearer. For delivery of DL PDUs. only necessary for SCG bearer and SCG split bearer type.
	–
	–

	>>MN Anchored QoS Flows Admitted To Be Added Item
	
	1 .. <maxnoofQoSflows>
	
	Only for MCG split bearer type
	
	

	>>> DRB id
	
	
	
	MN decides the mapping and DRB id.
	
	

	>>>S-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	Endpoint of the Xn transport bearer at the S-NG-RAN node. This IE can included only once per DRB.
	–
	–

	>>SN Anchored QoS Flows Admitted To Be Added Item
	
	1 .. <maxnoofQoSflows>
	
	Only for SCG bearer and SCG split bearer type
	
	

	>>> QFI
	
	
	
	
	
	

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>> DRB id
	O
	
	
	SN decides the mapping and DRB id.
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	>>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs
	–
	–

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	>>>>SCG split Bearer
	
	
	
	
	
	

	>>>>> DRB id
	M
	
	
	SN decides the mapping and DRB id.
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	>>>>>S-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	S-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs. This IE can included only once per DRB.
	–
	–

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs.
	–
	–

	>>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs.
	–
	–

	>>QoS Flows Admitted List
	
	0..1
	
	
	-
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	
	

	>>QoS Flows not Admitted List
	
	0..1
	
	
	
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	
	

	PDU sessions Not Admitted List
	O
	
	PDU session List

<reference>
	A value for PDU session ID shall only be present once in PDU sessions Admitted List IE and in PDU sessions Not Admitted List IE.
	YES
	ignore

	S-NG-RAN node to M-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the SCG-Config message as defined in TS 36.331 [9].

Editor’s Note: To be checked with RAN2 if the same RRC message is applicable for SCG split bearer.
	YES
	reject

	Criticality Diagnostics
	O
	
	<reference>
	
	YES
	ignore

	SIPTO L-GW Transport Layer Address
	O
	
	BIT STRING (1..160, ...)
	Indicating SIPTO L-GW Transport Layer Address.
	YES
	ignore

	Admitted MCG split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates admitted SRBs
	YES
	reject


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


/////////////////////////////////////////////////////////////////////  TP Stop for 38.423  /////////////////////////////////////////////////////////////////////////
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