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1. 
Introduction

ANR is a valuable tool to simplify network planning and deployment. This paper discusses the ANR function at relay nodes, and concludes that this function is supported by the existing specifications with some implementation dependent functions at the DeNB.
2
Discussion 
2.1 Cell ID used by Relay Node

Due to the X2 proxy function in the DeNB, a RN appears to other eNBs as a cell of the DeNB, with a unique CellID. This Cell ID can be selected in two ways

1) The eNB ID embedded in Cell ID is the same as DeNB ID

2) The eNB ID embedded in Cell ID is different from the DeNB ID
We show in this paper how the first option can work for ANR, and hint at some potential problems for the second option.
2.2 Description of ANR Operations

We consider the following ANR operations.

2.2.1 Neighbour eNB discovers RN via UE ANR
Consider an eNB (eNB1) that discovers a RN via UE based ANR. Denote the CellID of the cell discovered by the UE as CGI_RN. 
If X2 already exists between the DeNB and eNB1, then eNB1 can use the eNB ID embedded in CGI_RN to determine that it already has an X2 relation with the eNB that owns this cell. Hence, no further action is needed. Hence, we only consider the following case

Case: X2 does not exist between DeNB and eNB1
Denote the CellID of the cell discovered by the UE as CGI_RN. The following steps are required in this case.
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Figure 1: Neighbor eNB discovers Relay via UE ANR
The main steps are discussed in some more detail below.
Step 2-5: IP address discovery of DeNB. The first step will be for eNB1 to discover the IP address corresponding to CGI_RN. This is performed per 22.3.6 in [1], by sending a S1 Configuration Transfer procedure. When the eNB ID embedded in CGI_RN is the same as the DeNB ID, this process will naturally result in discovery of the right IP address (i.e. IP address of the DeNB). 
Note: Not clear how the MME can route step 3 if the RN’s eNB_ID is different from DeNB

Step 6: X2 Setup eNB1 to DeNB. After IP address discovery, X2 can be established between the DeNB and eNB1. 

Step 7: Updating the RN about new eNB1. The DeNB can use ENB CONFIGURATION UPDATE to update the RN about the existence of eNB1.
2.2.1 RN discovers Neighbour eNB via UE ANR

Consider an RN that discovers a eNB (eNB1) via UE based ANR. Denote the Cell_ID of the cell discovered by the UE as CGI_eNB1. In case CGI_eNB1 is already included in the cells advertised by the DeNB, there are no further steps needed. Hence, we consider the case
Case: DeNB does not advertise CGI_eNB1 as a served cell to the RN over the X2 interface
This case can occur in two ways (1) there is no X2 between DeNB and eNB1, and (2) there is such X2, but DeNB for some reason does not advertise CGI_eNB1 to the RN over X2. For both the cases, the solution looks quite similar, and the following steps are required
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Figure 2: RN discovers eNB via UE ANR
The main steps are discussed in some more detail below.
Step 2-3: IP address discovery of eNB1. The RN will first initiate IP address discovery for CGI_eNB1, using the S1 Configuration Transfer procedure. The S1 proxy function in the DeNB can terminate this message and initiate its own IP address discovery procedure with the MME.. 

Step 4-8: X2 setup DeNB to eNB1 (Optional step needed if X2 does not already exist). If X2 does not already exist, X2 can be established between the DeNB and eNB1, and this can include the RN as one of the cells of the DeNB. This may involve an additional IP address discovery between the DeNB and MME.

Step 9-10: Updating the RN about new eNB1. The DeNB can use ENB CONFIGURATION UPDATE to update the RN about the existence of eNB1, in particular including CGI_eNB1 as a cell served by the DeNB. Along with step 3, the DeNB can also reply to the trapped S1 Configuration Transfer procedure, though this is not necessary because the RN has no use for this response because it cannot set up another X2 with the tunnel end point returned by.

2.2.3 Note about implementation for receiving ENB Configuration Update

Message received at RN: For the ENB CONFIGURATION UPDATE message received the RN, the message contents will look somewhat different in terms of the Served Cell Information contained in the message. The cells contained in this message normally have CGIs that map the same eNB ID. However, in case of RN, due to the proxy function in the DeNB, there will also be cells of neighbour eNBs with CGIs mapping to different eNB IDs. The RN implementation has to make sure that it can deal with this unusual structure of the Served Cell Information, however, no specification changes are needed.

Message received at eNB: For the ENB CONFIGURATION UPDATE message received the eNB, we have to take legacy eNBs into account. If the CGI of the RNs under the DeNB all correspond to the same eNB ID as the DeNB, then the message received by a neighbour eNB will look like a normal message. However, if the CGI of RN corresponds to a different eNB ID, then the neighbour eNB implementation will have to deal with an unusual ENB CONFIGURATION UPDATE message that seems to contain cells from multiple eNBs. It is not clear that all legacy eNBs will be able to deal with this somewhat message.

2.2.4 Potential Downsides of embedding DeNB ID in RN’s Cell ID

We note that there are two potential downsides with embedding DeNB ID in RN’s Cell ID, but these issues are not significant.

· Limits number of relays to 256 per DeNB: This should not be a problem in practice. However, if more than 256 relays per DeNB are desired, the DeNB can simply act like two eNBs towards the other RAN nodes. This will be possible in DeNB implementation without any protocol impact.
· Limits mobility: The proposal will require RN’s Cell ID to change at mobility. However, since nomadic mobility involves turning the RN off and on, this will not have any impact on UEs. Support of “true mobility” is not part of the relay architecture in many fundamental ways, and is hence not relevant for the Cell ID assignment issue. 
Based on the above arguments, we conclude that the downsides to embedding DeNB ID in RN’s Cell ID are insignificant, and this is a good solution for Rel-10. 

Further, if this solution is accepted, it needs to be discussed how the Cell ID is provided to the RN

· DeNB based: The DeNB can provide the ID via RRC signalling. This is beneficial because conflicts with macro cells of the DeNB can be avoided, and conflicts among RNs under the same eNB can be avoided.

· OAM based: This is the traditional way of provisioning the Cell ID, but may have some drawbacks in terms of avoiding conflicts.

3.
Conclusions

We have argued that Cell ID of RN containing the DeNB’s eNB ID is a straight-forward solution for ANR to work, while the alternative solution may have some potential problems.
Proposal 1: The eNB ID corresponding to the Cell ID of RN should be the DeNB’s eNB ID.
Proposal 2: The ANR function with relays can work without any specification changes.
Proposal 3: If Proposal 1 is accepted, it should be discussed what method (RRC or OAM) is used to configure the Cell ID of the RN.

4. 
Text Proposal
<TS 36.300 v10.0.0>
	8.2
Network entity related Identities

The following identities are used in E-UTRAN for identifying a specific network entity [25]:

-
Globally Unique MME Identity  (GUMMEI): used to identify MME globally. The GUMMEI is constructed from the PLMN identity the MME belongs to, the group identity of the MME group the MME belongs to and the MME code (MMEC) of the MME within the MME group.

NOTE:
a UE in ECM-IDLE establishing an RRC connection has to provide the GUMMEI of its current MME to the eNB in order for the eNB to fetch the UE context from the MME. Within the S-TMSI, one field contains the code of the MME (MMEC) that allocated the S-TMSI. The code of MME is needed to ensure that the S-TMSI remains unique in a tracking area shared by multiple MMEs.

-
E-UTRAN Cell Global Identifier (ECGI): used to identify cells globally. The ECGI is constructed from the PLMN identity the cell belongs to and the Cell Identity (CI) of the cell. The included PLMN is the one given by the first PLMN entry in SIB1, according to [16].

-
eNB Identifier (eNB ID): used to identify eNBs within a PLMN. The eNB ID is contained within the CI of its cells. For the case of a relay node, the eNB ID of the relay node is the same as the eNB ID of the DeNB.
-
Global eNB ID: used to identify eNBs globally. The Global eNB ID is constructed from the PLMN identity the eNB belongs to and the eNB ID. The MCC and MNC are the same as included in the E-UTRAN Cell Global Identifier (ECGI).

-
Tracking Area identity (TAI): used to identify tracking areas. The TAI is constructed from the PLMN identity the tracking area belongs to and the TAC (Tracking Area Code) of the Tracking Area.

-
CSG identity (CSG ID): used to identify a CSG within a PLMN.

-
EPS Bearer ID / E-RAB ID:

-
The value of the E-RAB ID used at S1 and X2 interfaces to identify an E-RAB allocated to the UE is the same as the EPS Bearer ID value used at the Uu interface to identify the associated EPS Bearer (and also used at the NAS layer as defined in [25]).

The following identities are broadcast in every E-UTRAN cell (SIB1): CI, TAC, CSG ID (if any) and one or more PLMN identities.
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