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1. Introduction
In the agreed relay architecture – Alt.2 – the DeNB has a role of X2 proxy for Relay Nodes against neighbouring eNBs.

In RAN3#68, some companies have raised issues about this X2 proxy architecture arguing that legacy X2 interface breaks when X2 protocol is terminated in DeNB [1].    

This contribution discusses the conclusions of [2] and shows that as no parallel transaction are authorised on each X2-IF of the system, legacy X2AP is able to handle the transaction routing problem that was reported.
2. Discussion
The X2 proxy problem of [2] is recalled in the figure below in the simple scenario of a DeNB that is an X2 proxy for two relays (RN#1 and RN#2) and that is connected with two eNBs ( eNB1 and eNB2) through X2 interface. 
 As in [2] we illustrate the proxy problem with resource status transaction messages of X2AP.  Suppose that RN#1 exchanges resource status messages with eNB1 (red arrows in the figure). In the forward situation (i.e. from RN#1 to eNB1), RN#1 transmits its resource status request to DeNB. The DeNB has enough information to route this message to eNB1 since the resource status request contains the CGI of eNB1. 
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Figure 1: X2 proxy problem of [2]

In the reverse situation, eNB1 transmits resource status response to DeNB which cannot route the message to RN#1 since the resource status response message doesn’t contain cell information of RN#1 [1].

If eNB2 exchanges resource status message with RN#2 (blue arrow in the figure), the same problem occurs according to [2]. DeNB can route the resource status message to RN#2 but is not able to route the response of RN#2 back to   eNB2 since the response message don’t contain cell information of eNB2.

However, X2-AP currently forbid [1] to have parallel transactions on a given X2-IF. Consequently, the DeNB shall serialise procedure transactions between RNs and the DeNB and between the DeNB and the neighbouring eNBs.

For example, in the situation where RN#1 communicates with eNB#1, DeNB routes the resource status request message to the destination node eNB#1.  DeNB stores the relation between the current transaction and the source RN,. The resource status response message of eNB#1 will correspond to the resource status request previously sent by DeNB for the transaction between RN#1 and eNB#1. Since DeNB has stored the relation between this transaction and RN#1 it can route the response to RN#1.

This routing will be unambiguous since there is only one resource status request transaction on the X2-IF between DeNB and eNB. 

In the case where RN#1 and RN#2 communicate with eNB#1, the resource status request message of RN#2 will be buffered in the transaction queue in the DeNB. It will be transmitted to eNB#1 after receiving the response message of eNB#1 for RN#1.Similar procedure.(i.e. the association between the transaction and source RN) will allow the DeNB to route the response back to the correct source. 

The detailed message exchange is shown in figure below for RN#1( eNB#1 transaction                         
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  Figure 2: Resource status request routing (RN(eNB) 

As shown in the figure, the legacy X2AP is able to handle the routing to the source RN#1 providing that the DeNB knows the association between the current transaction on DeNB eNB X2-IF and the source RN.

Similar procedure is possible for the case of resource status transaction between eNB2 and RN#2, DeNB stores for each RN the association between the transactions and the corresponding source eNB(s). So, DeNB can route the transaction request message to RN#2 and it will use the association to route the response message back to eNB#2.

The assumptions for this case are similar to the RN(eNB transaction, i.e. single transaction is supported by the RN DeNB X2 IF and serialization of the request messages for the different RNs in the DeNB. 
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  Figure 3: Resource status request routing (eNB(RN) 

The same procedure can be used in all the X2AP transactions: 
· ENB CONFIGURATION procedure 
· MOBILITY CHANGE procedure
· CELL ACTIVATION procedure
It is seen from the preceding analysis that legacy X2AP can handle the routing problem reported in [2] if single transaction is assumed per X2-IF. The DeNB should maintain for its RNs and neighbouring eNBs a table that associates each transaction to the CGI of the corresponding source node. DeNB will use these association to route the incoming/outgoing response message to the corresponding RN/eNB.   
3. Conclusion
In this contribution we have reviewed the DeNB X2 proxy routing problem reported in [2]. It is seen from the previous analysis that legacy X2 IF will not break as reported in [2]. Indeed, parallel transactions are currently forbidden on the X2-IF between DeNB and neighbouring eNBs and between DeNBs and RNs. Serialization and buffering of the transactions are then mandatory at the DeNB and there is no multiplexing / demultiplexing issue. 

If the no-parallel transactions agreement is to be re- considered, i.e. several transactions for different nodes may be active on a single X2-IF, legacy X2-IF will effectively break if it is terminated in the DeNB. For this case, one solution would be that the proxy in the DeNB adds transaction identifier in order to discriminate between them. The target node echoes this transaction identifier to help the routing.        
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