3GPP TSG RAN WG3 Meeting #99bis           


             
 
R3-182272
Sanya, China, 16th – 20th April 2018

Agenda item:

11.1
Source:
Intel Corporation

Title:
Adaptation layer and Routing for IAB in NR
Document for:

Discussion and Decision
1 Introduction
The study item [1] on integrated access and backhaul (IAB) for NR has been approved with the following objectives:
“

· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 

· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links

· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links

· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.

· Dynamic resource allocation between the backhaul and access links [RAN1, RAN2], e.g., 

· Mechanisms to efficiently multiplex access and backhaul links (for both DL and UL directions) in time, frequency, or space under a per-link half-duplex constraint across one or multiple backhaul link hops for both TDD and FDD operation 

· Cross-link interference (CLI) measurement, coordination and mitigation between rTRPs and UEs

· High spectral efficiency while also supporting reliable transmission [RAN1]
· Identification of physical layer solutions or enhancements to support wireless backhaul links with high spectral efficiency

· Note: support of these functionalities should consider existing mechanisms for access links as a starting point
“

In this contribution studies different aspect of IAB issues and provide different options. 
2 Discussion

Multiple architecture options for IAB architecture have been proposed in [2]. It appears that architecture options 1a, 1b and 2a have the most support. Therefore, in the present contribution we focus on these architecture options.
2.1 Topology: tree vs directed acyclic graph (DAG) vs mesh

Figure 1 shows an example of the tree and acyclic topologies of an IAB network. The tree topology is simpler because there is only one path between the donor node and the UE. Therefore, no path selection/routing functionality is needed since only one path is available. That being said, the disadvantage of a tree topology is that there is no redundancy compared to DAG topology. 

In summary, the trade-off between tree and DAG is simplicity vs. path redundancy.   
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Figure 1: Example of a tree structure (left) and acyclic structure (right) of an IAB network

Below summarize the properties of each structure:

	Tree
	DAG
	Mesh

	Each node can have only one parent node
	Each node may have multiple parent node
	No parent and child relation. Any node can have a path to any node

	No cycle in the network
	Direction cycle is not permitted. But non-directional cycle is permitted. (e.g. in the figure, Donor DU, Relay 1, 2, 4 are non-directional cycle 
	Any cycle is permitted

	Only one path from donor to end UE on DL
	Multiple path on DL from donor to end UE is possible
	Multiple path on DL from donor to end UE is possible

	Only one path from end UE to donor
	Multiple path on UL from donor to end UE is possible
	Multiple path on UL from donor to end UE is possible

	IAB UE and IAB eNB is simple and clear
	IAB UE and IAB eNB is simple and clear
	IAB UE and IAB eNB may be complicated. Same node could be both parent and child to the other node.


Observation 1: Tree structure is the simplest in compare to acyclic and mesh structures
Observation 2: Mesh structure requires a more complex structure of IAB node network
Observation 3: Acyclic structure is useful because of redundancy
From the above observations, allowing acyclic structure but only activate one path at a time would simplify the IAB network, while retaining most of the benefits of DAG (i.e. reliability and fast recovery). Therefore, we propose to support tree structure for the active path but allow acyclic structure for IAB network.

Proposal 1: IAB network support acyclic structure but only one path is active at any given time.

In this contribution, we assumed the adaptation layer is located above the RLC for remaining discussion. The function of the adaptation layer mainly is providing routing information so the PDCP packet of each UE can be routed correctly via one or multiple IAB relay(s) in both uplink and downlink direction. In addition, each of the link between the IAB relay in the entire path should maintain the same QoS of the DRB of the UE. 

2.2 Bearers mapping

At each of the IAB node’s MT function attaches to the network, bearers should be created. The below routing is also assumed multiple UE bearers of the same/similar QoS will map to one bearer between 2 IAB nodes. This is to reduce the number of bearer needed at each IAB node. So we don’t end up creating per UE per bearer at each IAB node. Figure 2 shows an example of an IAB relay node bearer mapping. It can be up to the network to create some/all the DRB bearer for different QoS between each IAB nodes or create them as the UE is added to the IAB network.

There are two options for mapping of UE data at the intermediate nodes. In a distribution solution, each intermediate node takes its own routing decision, while in a centralized approach, the donor CU makes the routing decision.  The donor node has visibility of the topology and the DRBs in the IAB network and controls the route and bearer mapping for the UE.
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Figure 2: bearer mapping from UE to IAB relay
Proposal 2: upon IAB attaches, RBs are setup to map to RBs of all UEs.  Data from multiple UEs/DRBs can be multiplexed into these DRBs between intemediate IAB nodes.
Proposal 3: it is up to the network to setup bearer of IAB to map to DRB of the UEs

Proposal 4: The Donor node controls the route and bearer mapping for the DRB of the UE to the DRBs of the IAB nework.
2.3 User plane protocol stack

We believe that for better understanding it would be beneficial to illustrate in sufficient level of detail protocol stacks for all architecture variants discussed, which is what we attempt below.
NOTE: IAB Donor Noe is illustrated as a standalone node (i.e. without CU/DU split) for simplicity. This does not imply that CU/DU split of the IAB Donor Node is not supported.
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Figure 1: User plane protocol stack for architecture 1a
NOTES:
1. In some architecture variants, information carried inside the GTP-U header may be included into the adaption layer.
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Figure 2: User plane protocol stack for architecture 1b
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Figure 3: User plane protocol stack for architecture 2a
Proposal 5: to adopt the protocol stack diagrams, along with the architecture diagrams, in the TR.

2.4 Adaptation layer for layer-2 architecture variants 
One of the open questions for the layer-2 relay (i.e. architecture options 1a and 1b) is the location [in the protocol stack] and the functionality of the adaptation layer. Two options have been proposed: above RLC and above MAC.
In the NR CU/DU split architecture, PDCP is located in CU and RLC/MAC/PHY are located in DU. On one hand, it seems natural to follow the same protocol split for IAB, however before reaching conclusions on this topic further analysis may be needed.

First we must discuss if the RLC functionality is needed on intermediate IAB links. The main RLC functions are ARQ and segmentation. ARQ deserves a more elaborate discussion. One question to address is whether ARQ should be performed end-to-end or hop-by-hop. Hop-by-hop ARQ seems more efficient, as PDUs lost on an intermediate IAB link will be retransmitted faster. Any packets lost due to change of route/mobility can be handled by PDCP. This seems to suggest that an adaptation layer above RLC is a better option.
Additional argument in favor of the option of adaptation protocol above RLC is alignment to the CU/DU architecture, which facilitates re-use of the existing specification. 
Observation 4: Adaptation layer above RLC facilitates faster ARQ and better specification re-use.  
Proposal 6: Adaptation layer (in layer-2 IAB architecture options 1a and 1b) is located above RLC.  
2.5 Adaptation layer header

Adaptation layer will need to be discussed in structure and functionality early on since many other signalling choice will depend on it. For example, will the routing information be kept in each IAB node or the entire route kept in the adaptation header. The first option requires routing table setup, update for every typology changes including UE handover etc. Therefore, in this section, we discuss different option for the adaptation header in detail. 
The main function of the adaptation is to deliver the packet from CU to the end UE via one or multiple IAB relay(s). The header information will need to contain the information to achieve this goal. In high level, there are two ways:

· Option 1: Header contains each IAB nodes route information (packet per packet route by CU)
· Option 1i: Each IAB relay either remove the corresponding header and forward; or
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· Option 1ii: Check what is the next hop and forward the entire packet
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· Only the last IAB relay needs to remove the header and forward to the end UE

· In this option, no routing table is needed at each IAB node. Which means that, there is no routing table update is needed.
· In case of multiplexing UEs, each UE routing information will need to be included in the adaptation header.
· This is centralized approach where the CU has selected the entire path for the UE.

· Option 2: Each IAB node keeps a routing table
· In this option, the CU will needs to update the routing table when IAB is added/removed, UE is attached to IAB node, UE is handover from one IAB node to another IAB node, UE is removed from IAB node, any link of IAB node is not available etc.

· In this option, the adaptation header may include source ID, UE ID and UE bearer ID.
· This can be centralized or distributed approach where centralized will be decided by CU and distributed will be decided by each parent IAB node.
· Below shows an example of the routing table at Relay 1:
	Incoming
	Outgoing

	Source
	Destination
	UE bearer ID
	IAB ID
	IAB bear ID

	Donor DU
	UE 1
	3
	Relay 3
	2

	Relay 3
	UE 1
	3
	Donor DU
	2

	Donor DU
	UE 2
	5
	Relay 4
	4

	Relay 4
	UE 2
	5
	Donor DU
	4

	Donor DU
	UE 3
	2
	Relay 4
	3

	Relay 4
	UE 3
	2
	Donor DU
	3


Since option 2 allows most flexibility to support both centralized and distributed routing, it is proposal to support every IAB node to maintain a routing table where the routing table contains source ID, UE ID, UE bearer ID, IAB ID and IAB bearer ID. 

Proposal 7: IAB node to maintain a routing table where the routing table contains source ID, UE ID, UE bearer ID, outgoing IAB ID and outgoing IAB bearer ID.

3 Conclusion 
Observation 1: Tree structure is the simplest in compare to acyclic and mesh structures
Observation 2: Mesh structure requires a more complex structure of IAB node network
Observation 3: Acyclic structure is useful because of redundancy
Observation 4: Adaptation layer above RLC facilitates faster ARQ and better specification re-use.  
Proposal 1: IAB network support acyclic structure but only one path is active at any given time.

Proposal 2: upon IAB attaches, RBs are setup to map to RBs of all UEs.  Data from multiple UEs/DRBs can be multiplexed into these DRBs between intemediate IAB nodes.

Proposal 3: it is up to the network to setup bearer of IAB to map to DRB of the UEs

Proposal 4: The Donor node controls the route and bearer mapping for the DRB of the UE to the DRBs of the IAB nework.
Proposal 5: to adopt the protocol stack diagrams, along with the architecture diagrams, in the TR.

Proposal 6: Adaptation layer (in layer-2 IAB architecture options 1a and 1b) is located above RLC.  
Proposal 7: IAB node to maintain a routing table where the routing table contains source ID, UE ID, UE bearer ID, outgoing IAB ID and outgoing IAB bearer ID.
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