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[bookmark: _Toc509506724][bookmark: _Toc509506904]Introduction
The different architectures for IAB that were proposed by several companies were summarized in the way forward document on IAB architecture for L2/L3 relaying [1]. The way forward also proposed to prioritize only three of these architectures, namely 1a, 1b, and 2a, which are shown in the Annex.
[bookmark: _Hlk509572055]In the way forward, the IAB architectures only discussed for the user-plane and provides limited information about the protocol stacks used at different nodes for forwarding the user-plane packets. This contribution studies the control-plane related aspects of the IAB architectures that leverage CU/DU-split architecture (i.e., 1a and 1b). Furthermore, this contribution discusses and addresses some open issues and missing details of the protocol stacks for the CP and UP of both architectures 1a and1b.
Protocol Stack for Architecture 1a with full F1 Header
Both architectures 1a and 1b mitigate the issue of tunnelling over tunnelling, bypassing the UPFs and CUs of the intermediate IAB nodes. Architectures 1a and 1b are very similar, with a slight difference in the path taken by the packets. In architecture 1a, the packets are directly forwarded from the CU of the UE to DU of the Donor node, whereas in 1b the packets go through the UPF and CU (for MT function) of the final/leftmost IAB node serving the UE. 
It is beneficial, not only from operational perspective but also in terms of standardization, to terminate the GTP and IP layers at the IAB node. Then the GTP can be used for separating the UE’s traffic at the final/destination IAB node as well as at CU of the UE, while the separation of traffic at the intermediate nodes can be performed by the adaptation layer. 

[bookmark: _Toc510722985]The GTP and IP can be used to separate the UE’s traffic at the destination/final IAB node as well as at CU of the UE.

If this is employed, the only purpose of the adaptation layer will be to route the traffic to the appropriate next node. Bringing IP address down to the IAB node provides other benefits as well. For example, the CU for the UEs can have multiple instances of the user-plane with different IP addresses to handle the traffic for many UEs and the IAB node can send packets to the associated instance using the particular IP address. Furthermore, this also facilitates the scenario where the IAB node can create DU instances, either for internal load balancing or robustness purposes. Thus, one promising variant of architecture 1a is to keep the UDP and IP addresses for F1 as shown in Figures 1 and 2.

[bookmark: _Toc510722986]Multiple instances of CU user-plane and IAB node can be created for different reasons, such as scalability, load balancing, and robustness. 
[bookmark: _Toc510722987]Bringing the IP address down to IAB node will make it easy to access these different instances/entities in both the uplink and downlink direction.
[bookmark: _Toc510722988]Keeping the IP all the way down to the IAB node can be used for multiple purposes, for instance, for F1-C, F1-U, O&M, etc.

[bookmark: _Toc510173839][bookmark: _Toc510173874][bookmark: _Toc510173896][bookmark: _Toc510174783][bookmark: _Toc510175061][bookmark: _Toc510175090][bookmark: _Toc510175123][bookmark: _Toc510175287][bookmark: _Toc510443503][bookmark: _Toc510509228][bookmark: _Toc510712179][bookmark: _Toc510722993]The whole F1 header (F1-AP/SCTP/IP for the CP and GTP-U/UDP/IP for the UP) to be kept for architecture 1a as this offers several advantages such as using the existing routing mechanisms and creating multiple accessible instances/entities for the IAB node and CU user-plane.

[image: C:\Users\ezmuhaj\Downloads\1a_UP.png]
Figure 1 Protocol stack for the UP of architecture 1a without stripping away the IP header
[image: C:\Users\ezmuhaj\Downloads\1a_CP.png]
Figure 2 Protocol stack for the CP of architecture 1a without stripping away the IP header

Although, architecture 1a skips the UPF and CU for the MT function of the final/leftmost IAB, the main drawback with this architecture is that there is no ciphering for the control plane traffic over the backhaul links. That is, the F1-AP header and message content will be clearly visible over the backhaul links, even though the RRC message that it is conveying, if any, is protected by PDCP. This can open door for an attack by exposing important information such as the F1-AP UE identifiers (e.g. attacker might inject packets that will release the UE context). 
[bookmark: _Hlk509522710]On the other hand, the PDCP layer at the CU for the MT part of the final/leftmost IAB node in architecture 1b provides the required security for the control plane. However, as the user plane data is already secured by the PDCP at the CU for the UE, the user plane data in architecture 1b will be subjected to double protection by the aforementioned PDCP layer, leading to unnecessary processing overhead and possibly increasing the end to end latency.
[bookmark: _Toc509506726][bookmark: _Toc509506753][bookmark: _Toc509506787][bookmark: _Toc509506856][bookmark: _Toc509506906][bookmark: _Toc509506928][bookmark: _Toc509507001][bookmark: _Toc510722989]Different solutions for the CP and UP can be adopted. For example, architecture 1a can be used for user-plane while architecture 1b for the control-plane.
[bookmark: _Hlk509572214][bookmark: _Hlk509419157]For the control-plane, the proposed variant of architecture 1a (shown in Figure 2) needs some sort of encryption technique to secure the CP data. For this purpose, existing network domain security solutions (e.g. TLS, IPsec, etc…) could be employed.  
[bookmark: _Toc509578725][bookmark: _Toc509581577][bookmark: _Toc509588457][bookmark: _Toc509605640][bookmark: _Toc509606910][bookmark: _Toc509656183][bookmark: _Toc509657408][bookmark: _Toc510173840][bookmark: _Toc510173875][bookmark: _Toc510173897][bookmark: _Toc510174784][bookmark: _Toc510175062][bookmark: _Toc510175091][bookmark: _Toc510175124][bookmark: _Toc510175288][bookmark: _Toc510443504][bookmark: _Toc510509229][bookmark: _Toc510712180][bookmark: _Toc510722994]For the control-plane, the proposed option for architecture 1a can use existing network domain security solutions such as TLS and IPsec.


[bookmark: _Toc509506731][bookmark: _Toc509506910]Protocol Stack for Architecture 1b
The protocol stack for the user-plane, control-plane, and F1-AP (i.e. non-UE related F1 functionality, such as F1 setup) are shown in Figure 3, Figure 4, and Figure 5, respectively. Comparing these figures shows that the protocol stack below IP is the same for all the three cases. Keeping the IP layer simplifies architecture 1b as now the user-plane, control-plane, and non-UE related F1 signalling can be handled by the same underlying protocol stack at the intermediate nodes. 

[bookmark: _Toc510722990]Architecture 1b supports user-plane, control-plane, and F1-AP using the same protocol stack below the IP layer.
[bookmark: _Toc510722991]For architecture 1b, the adaptation layer can handle user-plane, control-plane, and F1-AP in the same way.

[bookmark: _Toc506553113][bookmark: _Toc506553376][bookmark: _Toc506553480][bookmark: _Toc506553635][bookmark: _Toc506553114][bookmark: _Toc506553377][bookmark: _Toc506553481][bookmark: _Toc506553636]As explained in section 2, the extra level of encryption by PDCP at IAB2 node is not required and can be bypassed for the user-plane to reduce the processing overhead. For this purpose, some sort of mechanism can be used to switching off the user-plane ciphering. In fact, NR already supports disabling encryption for some bearers, which can be readily employed here for this purpose. 

[bookmark: _Toc510173841][bookmark: _Toc510173876][bookmark: _Toc510173898][bookmark: _Toc510174785][bookmark: _Toc510175063][bookmark: _Toc510175092][bookmark: _Toc510175125][bookmark: _Toc510175289][bookmark: _Toc510443505][bookmark: _Toc510509230][bookmark: _Toc510712181][bookmark: _Toc510722995]For architecture 1b, switching off the PDCP encryption to be employed (at the CU for the MT part of the final/leftmost IAB node and the corresponding PDCP entity at the IAB node’s MT part) to prevent unnecessary double protection of the user plane data.



[image: C:\Users\ezmuhaj\Downloads\1b_UP.png]
Figure 3 Protocol Stack for UP of architecture 1b

[image: C:\Users\ezmuhaj\Downloads\1b_CP.png]
[bookmark: _Hlk506274342]Figure 4 Protocol stack for the CP of architecture 1b

[image: C:\Users\ezmuhaj\Downloads\F1AP.png]
Figure 5 Protocol Stack for F1-AP Signalling 
Common Aspects of 1a with IP and 1b Including Adaptation Layer  
In both architectures, adaptation layers are employed (between the Donor DU and the first IAB node, as well as between all intermediate IAB nodes on the path) for the proper routing of the packets to the right destination as well mapping to the right radio bearer on the backhaul links. 
With regard the placement of the adaptation layer, our view is that above the RLC/MAC protocol stack is the most logical way. By doing so, the RLC/MAC layer will remain intact, leading to minor impact on standardization.   
[bookmark: _Toc509656184][bookmark: _Toc509657409][bookmark: _Toc510173842][bookmark: _Toc510173877][bookmark: _Toc510173899][bookmark: _Toc510174786][bookmark: _Toc510175064][bookmark: _Toc510175093][bookmark: _Toc510175126][bookmark: _Toc510175290][bookmark: _Toc510443506][bookmark: _Toc510509231][bookmark: _Toc510712182][bookmark: _Toc510722996]The adaptation layer to be placed above the RLC/MAC protocol stack, in order to minimize the standardization impact.
There will be a limited number of bearers over the backhaul link (i.e. between IAB nodes, and the first IAB node and the Donor DU). Thus, multiple UEs have to share the same bearer. This multiplexing/aggregation could be done in the adaptation layer above the RLC.   
[bookmark: _Toc510722992]Multiple UEs have to share the same backhaul bearer to better utilize the limited number of bearers between IAB nodes. 
[bookmark: _Toc510173843][bookmark: _Toc510173878][bookmark: _Toc510173900][bookmark: _Toc510174787][bookmark: _Toc510175065][bookmark: _Toc510175094][bookmark: _Toc510175127][bookmark: _Toc510175291][bookmark: _Toc509656185][bookmark: _Toc509657410][bookmark: _Toc510173844][bookmark: _Toc510173879][bookmark: _Toc510173901][bookmark: _Toc510174788][bookmark: _Toc510175066][bookmark: _Toc510175095][bookmark: _Toc510175128][bookmark: _Toc510175292][bookmark: _Toc510443507][bookmark: _Toc510509232][bookmark: _Toc510712183][bookmark: _Toc510722997]The multiplexing/aggregation between backhaul bearers should be carried out in the adaptation layer above the RLC.
As already stated above, the role of the adaptation layer should only be to ensure a packet gets routed to the intended next node. In addition, in our view, there should be at least GTP above the adaptation layer (and F1-AP/SCTP for the CP) at the last IAB node to route the packet from the IAB node to the appropriate UE.   
[bookmark: _Toc509656186][bookmark: _Toc509657411][bookmark: _Toc510173845][bookmark: _Toc510173880][bookmark: _Toc510173902][bookmark: _Toc510443508][bookmark: _Toc510509233][bookmark: _Toc510712184][bookmark: _Toc510722998][bookmark: _Toc510174789][bookmark: _Toc510175067][bookmark: _Toc510175096][bookmark: _Toc510175129][bookmark: _Toc510175293]The role of the adaptation layer should only be to route packet to the intended IAB node, while the GTP in the UP (and F1-AP/SCTP for the CP) positioned above the adaptation layer at the last IAB node will provide routing all the way down to the UE. 
[bookmark: _Hlk509562786]
Using bearers for forwarding the traffic at the intermediate hops offer an advantage in the sense that several bearers could be setup on each backhaul hop that would provide different levels of QoS to different types of traffic.
[bookmark: _Toc509563085][bookmark: _Toc509563642][bookmark: _Toc509572964][bookmark: _Toc509578728][bookmark: _Toc509581581][bookmark: _Toc509588461][bookmark: _Toc509605644][bookmark: _Toc509606914][bookmark: _Toc509656187][bookmark: _Toc509657412][bookmark: _Toc510173846][bookmark: _Toc510173881][bookmark: _Toc510173903][bookmark: _Toc510174790][bookmark: _Toc510175068][bookmark: _Toc510175097][bookmark: _Toc510175130][bookmark: _Toc510175294][bookmark: _Toc510443509][bookmark: _Toc510509234][bookmark: _Toc510712185][bookmark: _Toc510722999]Several bearers could be setup on each backhaul for providing different levels of QoS to different types of traffic.

[bookmark: _Toc510173847][bookmark: _Toc510173882]In [2], we discuss some more details about how the adaptation layer is setup and the mappings are configured.
[bookmark: _Toc509506735][bookmark: _Toc509506914]Summary
In this contribution, we expanded the options for architecture 1a, proposing a new alternative that keeps the full F1 header at the IAB node. We illustrated the protocol stack for user-plane, control-plane, and F1-AP for architectures 1b and observed that the protocol stacks for all these three cases are the same below the IP layer. For the adaptation layer, we proposed to place it above RLC layer and that its role should only be to route the packets to the intended next node. 
[bookmark: _Toc509506736][bookmark: _Toc509506915][bookmark: _Hlk509503543]Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we have observed that: 
Observation 1	The GTP and IP can be used to separate the UE’s traffic at the destination/final IAB node as well as at CU of the UE.
Observation 2	Multiple instances of CU user-plane and IAB node can be created for different reasons, such as scalability, load balancing, and robustness.
Observation 3	Bringing the IP address down to IAB node will make it easy to access these different instances/entities in both the uplink and downlink direction.
Observation 4	Keeping the IP all the way down to the IAB node can be used for multiple purposes, for instance, for F1-C, F1-U, O&M, etc.
Observation 5	Different solutions for the CP and UP can be adopted. For example, architecture 1a can be used for user-plane while architecture 1b for the control-plane.
Observation 6	Architecture 1b supports user-plane, control-plane, and F1-AP using the same protocol stack below the IP layer.
Observation 7	For architecture 1b, the adaptation layer can handle user-plane, control-plane, and F1-AP in the same way.
Observation 8	Multiple UEs have to share the same backhaul bearer to better utilize the limited number of bearers between IAB nodes.
[bookmark: _Toc509506670][bookmark: _Toc509506741][bookmark: _Toc509506763][bookmark: _Toc509506797][bookmark: _Toc509506865][bookmark: _Toc509506920][bookmark: _Toc509506937][bookmark: _Toc509507106][bookmark: _Toc510175098]
And we propose:

Proposal 1	The whole F1 header (F1-AP/SCTP/IP for the CP and GTP-U/UDP/IP for the UP) to be kept for architecture 1a as this offers several advantages such as using the existing routing mechanisms and creating multiple accessible instances/entities for the IAB node and CU user-plane.
Proposal 2	For the control-plane, the proposed option for architecture 1a can use existing network domain security solutions such as TLS and IPsec.
Proposal 3	For architecture 1b, switching off the PDCP encryption to be employed (at the CU for the MT part of the final/leftmost IAB node and the corresponding PDCP entity at the IAB node’s MT part) to prevent unnecessary double protection of the user plane data.
Proposal 4	The adaptation layer to be placed above the RLC/MAC protocol stack, in order to minimize the standardization impact.
Proposal 5	The multiplexing/aggregation between backhaul bearers should be carried out in the adaptation layer above the RLC.
Proposal 6	The role of the adaptation layer should only be to route packet to the intended IAB node, while the GTP in the UP (and F1-AP/SCTP for the CP) positioned above the adaptation layer at the last IAB node will provide routing all the way down to the UE.
Proposal 7	Several bearers could be setup on each backhaul for providing different levels of QoS to different types of traffic.
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Annex – Three main IAB Relay Architectures

Architecture 1a: 
· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 
· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.
[image: ]

Architecture 1b: 
· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 
· Hob-by-hop forwarding across intermediate node uses the adaptation layer.
[image: ]

Architecture 2a: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses PDU-session-layer routing.
  [image: ]  
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  Figure 1 a :  Reference diagram for architecture 1a  
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  Figure  1b :  Reference diagram for architecture 1b  
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  Figure  2 a :  Reference diagram for architecture 2a  


