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1	Introduction
This paper discusses further on the AP ID handling and the related cause values.
2	Discussion
he Handling of AP ID (chapter 10.6) in TS 38.413 is directly copied from LTE specification TS 36.413.
There are a few steps involved in the AP ID handling.
First is the remote ID uniqueness check:
· At the first message, the node A receives the AP ID allocated by the node B (we call it remote AP ID) and should check if the remote node AP ID is erroneous. This step is performed by node A.
· At the first return message, the node B receives the AP ID allocated by the node A (we call it remote AP ID) and should check if the remote node AP ID is erroneous. This step is the same as the above, but performed by node B.
When everything goes fine, thereafter the two AP IDs are included in all messages over the UE-associated logical connection
· Both nodes will receive its own AP ID sent by the remote node (we call it local AP ID) and should check if the local AP ID is erroneous.
· Both nodes will receive the remote AP ID allocated/sent by the remote node and should check if the it is the same remote AP ID received early.
We question the need for the remote ID uniqueness check.
During the setup of a UE associated connection towards a peer node, a Node will uniquely allocate an AP ID towards the peer node. That is to say, the uniqueness is already enforced when the remote Node allocates the AP ID. Then there is no need for the node who receives the remote AP ID to check the uniqueness one more time.
Given the assumed possible distributed nature of logical 5G network nodes, the cost related to such functionality would be high. It doesn’t seem appropriate to prolong the support of verifying uniqueness of remote AP IDs. 
In nodes with distributed implementations, routing of incoming messages along a local AP IDs (I based on AP IDs which have been allocated by the receiving node) can be based on known, local routing principles, however, checking the uniqueness of remote AP IDs, allocated by an unknown, remote allocation scheme, would require inquiry of a central data base (or distribute consultation of all distributed entities processing UE Contexts), which is costly in terms of inter-process communication and adds to the overall processing delay.
When there is no need to check the uniqueness of the remote AP ID, what is left in the AP ID handling is then for both nodes to check if its local AP ID is unknow, and if the remote AP ID is consistent. 
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In the above chart, upon the reception of the First Message, the local node is NG-RAN Node, the remote node is AMF. There is no need for the NG-RAN Node to check the AMF AP ID (remote AP ID) as when AMF allocates the AMF AP ID for this connection, it has already made sure the ID is unique.
Similarly, upon the reception of the First Return message, the local node is AMF, the remote node is NG-RAN Node. There is no need for the AMF to check the NG-RAN Node AP ID (remote AP ID) as when NG-RAN Node allocates the NG-RAN Node AP ID for this connection, it has already made sure the ID is unique.
Thereafter, the messages (e.g. step 3) would contain both the AMF AP ID and the NG-RAN Node AP ID. Upon the reception of the message 3, the local node is NG-RAN Node, the remote node is AMF. The local node needs to check if the ID to itself (local AP ID = NG-RAN Node AP ID) is known, and if the ID for the remote node (remote AP ID = AMF AP ID) is consistent with the remote AP ID it received early (e.g. in step 1.). 
Proposal 1	RAN3 to agree on removing the function to check uniqueness of AP IDs allocated by the remote node.
Proposal 2	RAN3 to agree on the function to check if the local AP ID is known, and if the remote AP ID is consistent.
3	Conclusion
Proposal 1	RAN3 to agree on removing the function to check uniqueness of AP IDs allocated by the remote node.
Proposal 2	RAN3 to agree on the function to check if the local AP ID is known, and if the remote AP ID is consistent.
Text Proposal for NGAP TS 38.413 v0.7.0
<<<<<<<<<<<<<<<<<<<< Begin Text Proposal >>>>>>>>>>>>>>>>>>>>
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The purpose of the Cause IE is to indicate the reason for a particular event for the NGAP protocol.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Cause Group
	M
	
	
	

	>Radio Network Layer
	
	
	
	

	>>Radio Network Layer Cause 
	M
	
	ENUMERATED
(Unspecified,
TXnRELOCOverall expiry [FFS],
Successful handover,
Release due to NG-RAN generated reason,
Handover cancelled,
Partial handover,
Handover failure in target 5GC/NG-RAN node or target system,
Handover target not allowed,
TNGRELOCoverall expiry [FFS],
TNGRELOCprep expiry [FFS],
Cell not available,
Unknown target ID,
No radio resources available in target cell,
Unknown Local Node or already allocated AMF UE NGAP ID [FFS],
Inconsistent Remote Node Unknown or already allocated RAN UE NGAP ID [FFS],
Unknown or inconsistent pair of UE NGAP ID [FFS],
Handover desirable for radio reasons,
Time critical handover,
Resource optimisation handover,
Reduce load in serving cell,
User inactivity,
Radio connection with UE lost,
Load balancing TAU required,
Radio resources not available,
Invalid QoS combination,
Failure in the radio interface procedure,
Interaction with other procedure,
Unknown PDU Session ID,
Unknown QoS Flow ID,
Multiple PDU Session ID Instances,
Multiple QoS Flow ID Instances,
Encryption and/or integrity protection algorithms not supported,
NG intra system handover triggered,
NG inter system handover triggered,
Xn handover triggered,
Not supported 5QI value,
UE context transfer,
IMS voice EPS fallback triggered,
UP integrity protection not possible,
…)
	

	>Transport Layer
	
	
	
	

	>>Transport Layer Cause
	M
	
	ENUMERATED
(Transport resource unavailable,
Unspecified,
…)
	

	>NAS
	
	
	
	

	>>NAS Cause
	M
	
	ENUMERATED
(Normal release,
Authentication failure,
Detach,
Unspecified, 
…)
	

	>Protocol
	
	
	
	

	>>Protocol Cause
	M
	
	ENUMERATED
(Transfer syntax error,
Abstract syntax error (reject),
Abstract syntax error (ignore and notify),
Message not compatible with receiver state,
Semantic error,
Abstract syntax error (falsely constructed message),
Unspecified,
…)
	

	>Misc
	
	
	
	

	>>Miscellaneous Cause
	M
	
	ENUMERATED
(Control processing overload, 
Not enough user plane processing resources,
Hardware failure,
O&M intervention,
Unknown PLMN,
Unspecified, 
…)
	



The meaning of the different cause values is described in the following tables. In general, “not supported” cause values indicate that the related capability is missing. On the other hand, “not available” cause values indicate that the related capability is present, but insufficient resources were available to perform the requested action.
	Radio Network Layer cause
	Meaning

	Unspecified
	Sent for radio network layer cause when none of the specified cause values applies.

	TXnRELOCOverall expiry
	The timer guarding the handover that takes place over Xn has abnormally expired.
Editor’s Note: the related timer is FFS

	Successful handover
	Successful handover.

	Release due to NG-RAN generated reason
	Release is initiated due to NG-RAN generated reason.

	Handover cancelled
	The reason for the action is cancellation of Handover.

	Partial handover
	Provides a reason for the handover cancellation. The HANDOVER COMMAND message from AMF contained PDU Sessions to Release List IE or QoS flow to Release List and the source NG-RAN node estimated service continuity for the UE would be better by not proceeding with handover towards this particular target NG-RAN node.

	Handover failure in target 5GC/ NG-RAN node or target system
	The handover failed due to a failure in target 5GC/NG-RAN node or target system.

	Handover target not allowed
	Handover to the indicated target cell is not allowed for the UE in question.

	TNGRELOCoverall expiry
	The reason for the action is expiry of timer TNGRELOCoverall.
Editor’s Note: the related timer is FFS

	TNGRELOCprep expiry
	Handover Preparation procedure is cancelled when timer TNGRELOCprep expires.
Editor’s Note: the related timer is FFS

	Cell not available
	The concerned cell is not available.

	Unknown target ID
	Handover rejected because the target ID is not known to the AMF.

	No radio resources available in target cell
	Load on target cell is too high.

	Unknown Local Nodeo or already allocated AMF UE NGAP ID [FFS]
	The action failed because the receiving node does not recognise the local node UE NGAP ID.AMF UE NGAP ID is either unknown, or (for a first message received at the NG-RAN node) is known and already allocated to an existing context. [FFS]

	Inconsistent Remote NodeUnknown or already allocated RAN UE NGAP ID [FFS]
	The action failed because the receiving node considers that the received remote node UE NGAP ID is inconsistent.RAN UE NGAP ID is either unknown, or (for a first message received at the AMF) is known and already allocated to an existing context. [FFS]

	Unknown or inconsistent pair of UE NGAP ID [FFS]
	The action failed because both UE NGAP IDs are unknown, or are known but do not define a single UE context. [FFS]

	Handover desirable for radio reasons
	The reason for requesting handover is radio related.

	Time critical handover
	Handover is requested for time critical reason i.e., this cause value is reserved to represent all critical cases where the connection is likely to be dropped if handover is not performed.

	Resource optimisation handover
	The reason for requesting handover is to improve the load distribution with the neighbour cells.

	Reduce load in serving cell
	Load on serving cell needs to be reduced. When applied to handover preparation, it indicates the handover is triggered due to load balancing.

	User inactivity
	The action is requested due to user inactivity on all PDU sessions, e.g., NG is requested to be released in order to optimise the radio resources.
Editor’s Note: Cause Values for RRC_INACTIVITY should be discussed first.

	Radio connection with UE lost
	The action is requested due to losing the radio connection to the UE.

	Load balancing TAU required
	The action is requested for all load balancing and offload cases in the AMF.

	Radio resources not available
	No requested radio resources are available.

	Invalid QoS combination
	The action was failed because of invalid QoS combination.
Editor’s Note: Necessity of this Cause Value is FFS

	Failure in the radio interface procedure
	Radio interface procedure has failed.

	Interaction with other procedure
	The action is due to an ongoing interaction with another procedure.

	Unknown PDU Session ID
	The action failed because the PDU Session ID is unknown in the NG-RAN node.

	Unknown QoS Flow ID
	The action failed because the QoS Flow ID is unknown in the NG-RAN node.

	Multiple PDU Session ID instances
	The action failed because multiple instance of the same PDU Session had been provided to the NG-RAN node.

	Multiple QoS Flow ID instances
	The action failed because multiple instances of the same QoS flow had been provided to the NG-RAN node.

	Encryption and/or integrity protection algorithms not supported
	The NG-RAN node is unable to support any of the encryption and/or integrity protection algorithms supported by the UE.

	NG intra system handover triggered
	The action is due to a NG intra system handover that has been triggered.

	NG inter system handover triggered
	The action is due to a NG inter system handover that has been triggered.

	Xn handover triggered
	The action is due to an Xn handover that has been triggered.

	Not supported 5QI value
	The QoS Flow setup failed because the requested 5QI is not supported.

	UE context transfer
	The action is due to a UE resumes from the NG-RAN node different from the one which sent the UE into RRC Inactive state.

	IMS voice EPS fallback triggered
	The setup of QoS flow is failed due to EPS fallback for IMS voice using handover or redirection.

	UP security not possible
	The PDU session cannot be accepted according to the required user plane security policy.



	Transport Layer cause
	Meaning

	Transport resource unavailable
	The required transport resources are not available.

	Unspecified
	Sent when none of the above cause values applies but still the cause is Transport Network Layer related.



	NAS cause
	Meaning

	Normal release
	The release is normal.

	Authentication failure
	The action is due to authentication failure.

	Detach
	The action is due to detach.

	Unspecified
	Sent when none of the above cause values applies but still the cause is NAS related.



	Protocol cause
	Meaning

	Transfer syntax error
	The received message included a transfer syntax error.

	Abstract syntax error (reject)
	The received message included an abstract syntax error and the concerning criticality indicated “reject”.

	Abstract syntax error (ignore and notify)
	The received message included an abstract syntax error and the concerning criticality indicated “ignore and notify”.

	Message not compatible with receiver state
	The received message was not compatible with the receiver state.

	Semantic error
	The received message included a semantic error.

	Abstract syntax error (falsely constructed message)
	The received message contained IEs or IE groups in wrong order or with too many occurrences.

	Unspecified
	Sent when none of the above cause values applies but still the cause is Protocol related.



	Miscellaneous cause
	Meaning

	Control processing overload
	Control processing overload.

	Not enough user plane processing resources available
	No enough resources are available related to user plane processing.

	Hardware failure
	Action related to hardware failure.

	O&M intervention
	The action is due to O&M intervention.

	Unknown PLMN
	The AMF does not identify any PLMN provided by the NG-RAN node.

	Unspecified failure
	Sent when none of the above cause values applies and the cause is not related to any of the categories Radio Network Layer, Transport Network Layer, NAS or Protocol.
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10.6	Handling of AP ID
Editor’s Note: It is FFS whether checking uniqueness of AP IDs allocated by the remote node is needed or not.
[bookmark: _Hlk508891805]NOTE:	The “first message”, the “first returned message” and the “last message” as used below correspond to messages for a UE-associated logical connection. The “first message” has a new AP ID from the sending node which is a “local” AP ID to the node sending the “first message” and the “first returned message” is the first response message, which has a new AP ID from the node sending the “first returned message” which is a “local” AP ID to the node sending the “first returned message”. Thereafter the two AP IDs are included in all messages over the UE-associated logical connection unless otherwise allowed by the specification. The “last message” is a message sent by a node in order to complete the termination of a given UE-associated logical connection, such that no other messages for the same connection are expected in either direction.
If a node receives a first message that includes a remote AP ID which is erroneous, e.g., an AP ID which has been stored previously for another UE-associated logical connection for the same peer node, the receiving node shall initiate an Error Indication procedure with inclusion of only the previously received AP ID from the peer node and an appropriate cause value. In this case, both nodes shall initiate a local release of any established UE-associated logical connection having the erroneous AP ID as local or remote identifier. 
If a node receives a first returned message that includes a remote AP ID which has been stored previously for another UE-associated logical connection for the same peer node, or that includes an unknown  AP ID, or a remote AP ID which is inconsistent (i.e.g., the known local AP ID is provided together with aunknown remote AP IDor already allocated to another UE-associated logical connection that was not used by the remote node so far), 
-	if this message is neither the first nor the last message for this UE-associated logical connection, the receiving node shall initiate an Error Indication procedure with inclusion of the received AP IDs from the peer node and an appropriate cause value. Both Each nodes shall initiate a local release of any established UE-associated logical connection (for the same NG interface) that has that AP ID having these AP IDs as local or remote identifier, which is local to the node.
If a node receives a message (other than the first or first returned messages) that includes AP ID(s) identifying a logical connection which is unknown to the node (for the same NG interface): 
-	if this message is not the last message for this UE-associated logical connection, the node shall initiate an Error Indication procedure with inclusion of the received AP ID(s) from the peer node and an appropriate cause value. Both nodes shall initiate a local release of any established UE-associated logical connection (for the same NG interface) having the erroneous AP ID(s) as local or remote identifier.
-	if this message is the last message for this UE-associated logical connection, the receiving node shall initiate a local release of any established UE-associated logical connection (for the same NG interface) that hasve either thate AP ID local or remote AP ID(s) as identifiers which is local to the receiving node.

<<<<<<<<<<<<<<<<<<<< End Text Proposal  >>>>>>>>>>>>>>>>>>>>
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