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1 Introduction
At the 3GPP TSG RAN #75 meeting, the Study Item description on "Study on Integrated Access and Backhaul for NR" was approved [1]. This paper gives overview on how to support IAB.
2 Discussion
2.1 L2 vs. L3 Relaying
In RAN3#99 meeting, a way forward on IAB architecture for L2/L3 relaying was discussed. And there are three major IAB relay architectures:
Architecture 1a: 

· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 

· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.
Architecture 1b: 

· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 

· Hob-by-hop forwarding across intermediate node uses the adaptation layer.

Architecture 2a: 

· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.

· Hop-by-hop forwarding across intermediate node uses PDU-session-layer routing.
In this paper, the protocol stack design of IAB network with two candidate solutions for Architecture 1a are proposed.
2.1.1 Alt 1. Adaptation Layer based L2 Relaying

Figure 1 depicts protocol stacks for user plane and control plane protocol of adaptation layer based L2 relaying. In this alternative, it is reasonable for DgNB to manage the UE’s context (e.g., UE’s radio bearer and NG interface related context) since the peer SDAP/RRC and PDCP layers of the UE are located at the DgNB and the NG interface is terminated at the DgNB. 
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Figure 1a. User plane protocol of adaptation layer based L2 relaying
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Figure 1b. Control plane protocol of adaptation layer based L2 relaying

Each L2 IAB node provides part of NR protocol stack functions (i.e., RLC, MAC, and PHY function) for the Uu interface towards the UE when it behaves as a DU, and forwards PDCP PDUs between DgNB and UE via multiple intermediate BH nodes. Therefore, some information about routing and QoS mapping are needed in the NR-Un interface since the traffic of multiple UEs’ may be multiplexed together in the Un interface. Thus a new protocol layer named as adaptation (Adapt.) layer (or sub-layer) is needed in the Un interface above RLC sub-layer to carry routing address (e.g. UE ID, UE connected IAB node ID, etc.) and QoS related information (e.g. UE DRB ID). Furthermore, the adaptation layer can perform QoS mapping such as UE DRB(Un DRB in according to some configured mapping rules, and the Un DRB is defined as DRB between two BH nodes. 
2.1.2 Alt 2. Light L2 Relaying

In addition to the adaptation layer based L2 relaying, we further introduce a variant as shown in Figure 2. The NG interface is also terminated at the DgNB in this alternative.
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Figure 2a. User plane protocol of light L2 relaying
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Figure 2b. Control plane protocol of light L2 relaying
An adaptation layer is also needed in the Un interface to carry routing address and QoS related information similar to the adaptation layer based L2 relaying. 
In this alternative, each Light L2 IAB node only has part of the RLC functionality (i.e. segmentation or re-segmentation) in the RLC sub-layer (denoted as the simplified RLC, S-RLC), and forwards RLC PDUs between DgNB and UE, while the DgNB and the UE implement the full RLC functionality. Therefore, in both uplink and downlink, the Light L2 IAB node just needs to forward the received RLC PDUs to its next hop, and optionally, may need to do (re-)segmentation before forwarding based on resource availability at the MAC layer. The receiving node UE/DgNB will reassemble RLC SDUs from the received RLC PDUs. There is no ARQ related functionality (e.g. generation of RLC control PDUs, retransmission buffer management, etc.) in the light L2 IAB node, which means that the UE requests retransmissions from its peer AM entity located at the DgNB, if we take the downlink transmission as an example. 

However, since the RLC PDUs are not reassembled at the IAB nodes, the adaptation layer should be added below the RLC sub-layer, to ensure that routing and/or QoS related information carried in RLC PDUs can be acquired by Light L2 IAB nodes. Therefore, the Light L2 IAB nodes may perform QoS mapping from UE DRB to Un Logical channel in according to some configured mapping rules.

It should be mentioned that there may be several other variants of L2 IAB protocol stacks besides the examples shown in Figure 1 and Figure 2. For example, based on the architecture 1b, which may also be considered as L2 relaying, a F1-like connection with GTP/UDP/IP could be introduced between the DgNB and the IAB node that serves the UE. Nevertheless, the proposed Light L2 IAB node based architecture will benefit from a rather low complexity for IAB node implementation and reduced processing delay in the intermediate IAB nodes.
Proposal 1 Agree the adaptation layer based L2 relaying and light L2 relaying as candidate solutions for study.
2.2 IAB in EN-DC access network
In RAN3#99 meeting, it was agreed two possible solutions to support IAB for EN-DC access:

-
Option 1: The IAB nodes connects as a UE to EPC using EN-DC. We named as “using NSA IAB node for EN-DC access”;

-
Option 2 :The IAB node connects as a UE to NGC using NR. We named as “using SA IAB node for EN-DC access”.
A brief architecture of using SA IAB for NSA access (option 2) is depicted in the Figure 3. From access UE point of view, normal EN-DC is used where LTE is the MCG and NR is as the SCG; From backhaul point of view, the IAB nodes is NR only and it connects to SgNB directly using NR, and a simplified 5GC function (could be collocated in SgNB) is needed for the IAB node’s access.
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Figure 3. Using SA IAB for EN-DC access

In a summary, using SA IAB for EN-DC access has following benefits:

-
Using SA IAB node in EN-DC access network provides a unified solution for all the network deployment options and migration paths.

-
Using SA IAB node in EN-DC access network provides the following advantages:

-
IAB node does not need to be deployed at a site with good LTE coverage;

-
IAB node does need to support two radio protocols;

-
IAB node does not needs to upgrade EPC NAS to 5GC NAS when network architecture is migrated from EN-DC to other options.

-
NSA network has to support some SA/5GC functions such as UPF function for IAB in Architecture 1b and Architecture 2a.

-
Only limited network upgrade is needed to allow IAB node accessing SgNB, while there is no any impact on legacy UEs.

-
Using SA IAB can well support all the bearer options in EN-DC.

Some necessary enhancements may be needed to support using standalone IAB for EN-DC access networks, i.e. The SgNB needs to broadcast some necessary RMSI such as the PRACH resource and support some necessary RRC procedures (RRC Setup and SMC procedures) for IAB node camping on and accessing the NR cells, while the access UEs may not be allowed to camp on and access the NR cells.
Proposal 2 Using Standalone IAB for EN-DC access network.

2.3 Multiple Connectivity

As an mmWave operating beam based system, NR introduced many mechanisms and enhancements to overcome the issues such as short-term blocking, link quality dropping due to mobility. And as agreed in RAN2#AH-1801, “Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links”. Multiple connectivity is a candidate technology to improve the reliability.
There are two main scenarios for multiple connectivity as shown in Figure 1: Multiple connectivity over access links and backhaul links. 


[image: image6.emf]UE

IAB node 1

IAB node2

Donor gNB

     
[image: image7.emf]UE

IAB node 1

IAB node2

Donor gNB

IAB node3

Access


Figure 4. Multiple connectivity with single Donor over access links and backhaul links 

And it is also possible an IAB node or UE can connect with multiple Donors as shown in the Figure 5.
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Figure 5. Multiple connectivity with multiple Donors over access links and backhaul links.

Proposal 3 In order to overcome blockage in mmWave frequencies, both multiple connectivity over backhaul and access should be supported and fast link switch in multiple connectivity should be supported.
2.4 Enhancement on control and user plane
Efficient allocation of radio resources, particularly with data routing across multiple hops, may need further investigation. For example, resource allocation for the UL is based on the SR and BSR mechanisms in the MAC. However, this mechanism adds latency, which is likely to be significantly amplified by traversing multiple hops. Therefore, it is useful to study how user place functions can be enhanced to reduce processing delay in the IAB relay node, and optimize end-to-end latency.

Control plane design should consider the following requirements: efficient and low latency L1/L2 configuration to the UE; and good mobility performance e.g. fast link switch for blockage, seamless and lossless mobility. To achieve this, one possible approach may be to partition certain control plane functions between the IAB relay node and DgNB. For example, the UE context related management function could be located at DgNB, while other control plane functions (e.g. configuration of L1/L2 real time parameters) could be located at the IAB relay node.
Proposal 4 The enhancements on control and user plane needs to be studied in order to have efficient and low latency data transmission.
2.5 Topology & Routing

Several different topologies have been proposed for an IAB network. There are three types of topologies, which can be summarized as follows:

-
Tree based hierarchical topology;

-
Arbitrary mesh based topology.
   -
Directed acyclic graph based topology;

The tree based topology would simplifies the routing problem in IAB, but would suffer from a lack of robustness to radio link failures and blockages. The arbitrary mesh topology would provide maximum robustness to radio link failures and blockages, but this would be at the price of significant complexity and other performance penalties. And the directed acyclic graph (DAG) topology combines the advantages of both trees and more complex arbitrary mesh topologies.
An advantage of a DAG is that it maintains the natural hierarchy of a tree, which as indicated above would considerable simplify the routing problem for IAB. On the other hand, a DAG has the advantage compared to a tree, of potentially redundant paths between a source and destination node. Thus the DAG topology could provide robustness to link failures approaching that of a mesh topology, without sacrificing the simplicity advantages we associated with the tree topology. And finally, a DAG seems to natural extension of dual (or multi) connectivity, which is already supported for the Uu interface. Hence, it is expected that the standardization effort of supporting a DAG topology is likely to be significantly lower than an arbitrary mesh topology. 


Figure 6. IAB topology based on a directed acyclic graph (DAG)
No matter what topology architecture adopted, some problems need to be studied and clarified, for example serving node discovery and selection, topology management and updating .etc.
Proposal 5 The baseline topology for IAB should be a directed acyclic graph. Topology management mechanisms need to be introduced for IAB. 

For the multi-hop IAB network, routing in the RAN part is an important issue for that a packet will be forwarded via multiple intermediate IAB nodes between the Donor gNB and a specific UE. During data transmission between UE and Donor gNB, there could be three possible routes: 1) DgNB<->R1<->R2<->R4<->UE; 2) DgNB<->R1<->R2<->R5<->UE; 3) DgNB<->R1<->R3<->R5<->UE. Regarding routing selection for data transmission, there are two alternatives:

-
Alt 1. Destination Address based routing; and
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Figure 7. An Example of Destination Address Based Routing

-
Alt 2. Path information based routing.
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Figure 8. An Example of Forwarding Path based Routing

Proposal 6 Agree to study and evaluate both Destination Address and Forwarding Path based routing.

2.6 Security

To ensure data transmission security in an IAB network (for either user plane data or control plane signalling), two possible security architectures can be identified as follows:

· Path based security: The data transmission security can be ensured using end to end PDCP security functions (located in DgNB and UE). Thus the DgNB and the UE can obtain the KgNB and derived UP/CP keys as usual without any impact to the IAB relay node.

· Hop by hop security: PDCP security functions are supported for each hop, and each parent node is responsible for deriving the UP/CP keys for the child node. A key associated with IAB relay node (may be denoted as KRN) should be derived by the IAB relay node and provided by the network using a secure channel to its parent node. For multi-hop IAB architecture, this option may increase the processing delay and complexity.

Proposal 7 Regarding UE security, both path based security architecture and hop-by-hop security architecture should be studied. 
In the LTE R10 relay architecture, a RN should be authenticated before it activates the relay operation. With the current RN authentication scheme, RN and the USIM-RN perform local security operations, e.g. establishment of a secure channel between RN and USIM-RN, two possible solutions are defined as follows.

· Certificate-based: the RN uses USIM-INI in attach for RN pre-configuration (Phase I) and USIM-RN in attach for RN operation (Phase II);

· PSK based: only need for one USIM and the RN uses the same IMSI during Phase I and Phase II;

For an IAB relay node, identity authentication before it works as a relay node is equally important. The existing authentication scheme for an LTE RN can be a starting point of the study. Furthermore, it is worth noting that SA3 must be consulted before any decision on IAB authentication can be finalized.

Proposal 8 Regarding IAB relay node authentication, the LTE RN scheme can be taken as a starting point for the study.
2.7 QoS management
To ensure the QoS guarantee for user’s traffic, the QoS mapping should be executed between multiple air interfaces, especially in multi-hop scenario. For example, in LTE relay network, DeNB is responsible for the downlink QoS mapping between Uu and Un bearer, while RN is responsible for the uplink QoS mapping based on QCI-to-DSCP mapping rules configured by OAM. 
In IAB, QoS mapping between Un(s) and Uu interfaces is still important to ensure QoS guarantee. And in case of multiple-hops, the how to ensure QoS guarantee between UE and Donor which includes multiple Un interfaces may further be studied. A more fine-grained QoS policy based on QoS flow is defined in NR. Thus the design of QoS mapping scheme in IAB architecture should also take the flow based QoS granularity into consideration. In addition, IAB supports dual connectivity and multi-hop which will make QoS management more complex. And the routing may also has impact on QoS on the dimension of delay and bit rate.
Proposal 9 Some enhancements of QoS management should be taken into account e.g., supporting of flow to DRB mapping, QoS mapping between Un(s) and Uu.

2.8 Network Synchronization Between IAB nodes
It was agreed in last RAN3#99 meeting:

	Time synchronization between IAB nodes is also very essential e.g. to support TDD system and some potential features which need network synchronization. IAB may have additional requirement on network synchronization, which includes in-band wireless backhaul and multi-hops backhauling.


According to TS 38.133, the basic requirement for synchronization between any pair of cells on the same frequency that have overlapping coverage areas in TDD network is [3] µs.

Currently there are several existing mechanisms for time synchronization as specified in other organizations, e.g., GPS/GNSS, IEEE1588V2, which are expected to provide high synchronization accuracy.
For deployment of GPS several aspects need to be considered. First one is the selection of the installation location. The GPS needs the antenna to be on the tower to ensure the good reception of the GPS signal thus is critical for the location of installation. Second aspect is the feeder. For the whole GPS system special feeder is necessary. If the feeder is too long, extra amplifier is required. Thirdly, the cost of installation and maintenance is high. In the last there is also a potential risk if the network relies on the GPS system. It may lead to the whole network paralysis because of un-synchronization in urgent case. IAB requires flexible and low cost deployment which could have a limitation to install GPS in each IAB nodes.

For IEEE1588V2, most of the legacy networks do not support the protocol of 1588V2. In this situation, the whole transmission network needs to be updated, for which requires a large cost for the hardware and software updates. Furthermore, the transmission network should be adjusted to a symmetrical network as one of the assumption of the solution. However, since IAB uses wireless backhaul, whether using 1588V2 in IAB is feasible or not should be studied.

Several solutions regarding radio based synchronization and network assisted synchronization were studied in LTE. When considering in-band wireless backhaul and multi-hops backhauling for IAB, the error for network synchronization may increase in proportion to the number of hops. Therefore, these solutions mentioned above will not suitable for IAB. In order to meet [3] µs cell phase synchronization accuracy, new solutions should be further studied.

One possible solution such as path based network synchronization is shown in the Figure 9. In this solution 
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Figure 9: An example of path based network synchronization 
Time difference between IAB donor and IAB node3 can be attained and expressed as: 
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Proposal 10 When considering in-band wireless backhaul and multi-hops backhauling, path based network synchronization scheme can be a potential solution for IAB.
3 Conclusion and Proposals
Based on the discussion, we propose:
Proposal 11 Agree the adaptation layer based L2 relaying and light L2 relaying as candidate solutions for study.
Proposal 12 Using Standalone IAB for EN-DC access network.

Proposal 13 In order to overcome blockage in mmWave frequencies, both multiple connectivity over backhaul and access should be supported and fast link switch in multiple connectivity should be supported.
Proposal 14 The enhancements on control and user plane needs to be studied in order to have efficient and low latency data transmission.

Proposal 15 The baseline topology for IAB should be a directed acyclic graph. Topology management mechanisms need to be introduced for IAB. 

Proposal 16 Agree to study and evaluate both Destination Address and Forwarding Path based routing.

Proposal 17 Regarding UE security, both path based security architecture and hop-by-hop security architecture should be studied. 
Proposal 18 Regarding IAB relay node authentication, the LTE RN scheme can be taken as a starting point for the study.
Proposal 19 Some enhancements of QoS management should be taken into account e.g., supporting of flow to DRB mapping, QoS mapping between Un(s) and Uu.

Proposal 20 When considering in-band wireless backhaul and multi-hops backhauling, path based network synchronization scheme can be a potential solution for IAB.
Reference
[1] RP-172290, “Study on Integrated Access and Backhaul for NR”.
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