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Introduction
The study item on integrated access and backhaul aims at supporting NR cells which are self-backhauled using the NR radio interface to other NR nodes which are connected to a traditional transport network. 
The following requirements are mentioned in the study item description:
· Efficient and flexible operation for both inband and outband relaying in indoor and outdoor scenarios 
· Multi-hop and redundant connectivity
· End-to-end route selection and optimization
· Support of backhaul links with high spectral efficiency
· Support of legacy NR UEs

This study item was discussed at the last RAN2 meeting and some basic agreements was made which are captured in the Annex. 
When it comes to the architecture of IAB, there are many different solutions which can be used/supported. This contribution focuses on the functionality of the IAB node and the functional splits towards other network nodes which is critical to defining the interfaces towards the IAB node. 

Terminology
The following terminology is used in this contribution:
· IAB donor node (IAB-DN): The gNB or part of the gNB, that is using NR to backhaul other NR nodes. 
· IAB node (IAB-N): The NR node being backhauled using NR radio to another NR node (either an IAB node, or an IAB donor node)
· IAB backhaul link: The NR link between the IAB node and the other IAB nodes or IAB donor node providing backhaul. 
· Access link: The link between a UE and a IAB donor node (in case UE is being directly served by it without an intermediary IAB-N).
· IAB access link: The link between the IAB node and the UEs.
· Inband/Outband: Inband means that the same carrier frequency is used both for the IAB-backhaul link and the IAB-access link. Outband means that the IAB-backhaul link and the IAB-access link uses different carrier frequency. 

Background Relaying in LTE
Integrated access and backhaul has been studied earlier in 3GPP in the scope of LTE Rel-10. In this work an architecture was adopted where the Relay Node (RN) has the functionality of an LTE eNB and UE modem. The RN is connected to a donor eNB which has a S1/X2 proxy functionality hiding the RN from the rest of the network. The architecture enabled the Donor eNB to also be aware of the UEs behind the RN and hide any UE mobility between Donor eNB and Relay Nodes on the same Donor eNB from the CN.
During the Rel-10 also other architectures were considered e.g. where the RNs are more transparent to the Donor gNB and allocated a separate stand-alone P/S-GW node.

[bookmark: _Toc506544083][bookmark: _Toc506560619]For relaying in LTE Rel-10, an architecture was adopted where the Relay has the full functionality of the eNB. The Relay was connected to a Donor eNB which had among other things S1/X2 proxy functionality.

The Rel-10 discussion in LTE did not consider multi-hopping. Multi-hop support has a clear architecture impact since it could make some architecture solutions less efficient due to excessive processing (e.g. tunnelling within tunnelling). Additionally, the support of redundant paths was not considered for Relays in Rel-10.

[bookmark: _Toc502920336][bookmark: _Toc502920393][bookmark: _Toc503259034][bookmark: _Toc503262485][bookmark: _Toc503438373][bookmark: _Toc503475858][bookmark: _Toc506544084][bookmark: _Toc506560620]Support for multi-hop and redundant paths was not considered in Rel-10 and will have an impact on the architecture. 

CU / DU split in NR RAN
For NR RAN, a CU/DU separation of the gNB using the F1 interface has been defined. Additionally, it has been agreed to also support separation of the CU in a CU-CP and CU-UP entity. 
The CU/DU separation allows a separation of time critical RLC/MAC/PHY protocols performed in the DU from less time critical RRC/PDCP protocols in the CU. In the CU/DU separation, the external gNB control plane interfaces NG-C, X2-C, Xn-C are terminated in the CU which means that the DU is not seen by external RAN or CN nodes. Since the UE’s RRC protocol terminates in the CU, the CU can optimize the UE’s performance (mobility, QoS) across several DUs.
Overall, we think the properties above make the CU/DU split also useful for IAB.

[bookmark: _Toc502920335][bookmark: _Toc502920392][bookmark: _Toc503259033][bookmark: _Toc503262484][bookmark: _Toc503438372][bookmark: _Toc503475857][bookmark: _Toc506544085][bookmark: _Toc506560621]The CU/DU split has many properties also making it useful for IAB such as separation of time critical and less critical functionality, the CU hiding the DU from CN and other nodes, the possibility to optimize the IAB performance-based knowledge about IAB nodes in the CU.
Overview of possible high-level options for IAB node functionality
The following options are considered for IAB node functionality and the corresponding functionality in nodes serving the IAB node:
1. The IAB node is a full gNB visible in CN (over NG interface) and surrounding RAN nodes (X2/Xn)
2. The IAB node is a full gNB but it is hidden by a donor gNB acting as an NG/X2/Xn proxy (similar to LTE Rel-10)
3. The IAB node is a DU, which is served by a CU located in the “wired” part of the network

Below are some figures illustrating these solutions for the single hop case:
[image: ]
Figure 1 Example IAB node as full gNB, UPF function provide IP connectivity
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Figure 2 Example IAB node as a full gNB, supported by Donor-gNB acting as a NG/Xn/X2 proxy	

[image: ]
Figure 3 Example IAB node as a DU, supported by CU in gNB serving backhaul link	
[bookmark: _Toc506544086][bookmark: _Toc506560622]The following options for the IAB functionality and the functional split towards other nodes could be considered:
a. [bookmark: _Toc506544087][bookmark: _Toc506560623]The IAB node is a full gNB visible in CN (over NG interface) and surrounding RAN nodes (X2/Xn),
b. [bookmark: _Toc506544088][bookmark: _Toc506560624][bookmark: _GoBack]The IAB node is a full gNB but it is hidden by a donor gNB acting as an NG/X2/Xn proxy (similar to LTE Rel-10),
c. [bookmark: _Toc506544089][bookmark: _Toc506560625]The IAB node is a DU, which is served by a CU located in the “wired” part of the network.

Proposed way forward on IAB node functionality and the functional split
Analysing the possible options in the previous section, we think there are clear benefits with adopting the CU / DU split for IAB nodes (option c). 
Adopting option a) would have the drawback that all interfaces need to be brought down to the IAB node which will mean more signalling towards the IAB node. In this solution there would also not be any central unit in control of both the IAB node and the backhaul link. This would make it difficult to optimize the performance considering both access and backhaul ling. E.g. in case of inband relaying it will be difficult to optimize the resource allocation between the two links.
Option b) addresses some of the problems with option a) but it does this in a more complex and inefficient way than the CU/DU split. Significant work will be required in 3GPP to define the proxy functionality in the Donor-gNB. In our experience proxy solutions are also less reliable and could introduce additional complexities in handling the end to end link which would also need careful consideration. 
The key advantages for CU / DU split are:
· The end user UEs are seen in the central CU, this allows future optimizations such as
· utilizing the knowledge of radio resources management of both access and backhaul link
· optimizing UE mobility with regards to knowledge of access and backhaul link

· The IAB node are hidden from the rest of the network
· Avoids CN signalling for intra CU UE mobility
· Limits interactions between IAB node and neighbouring nodes (e.g. less Xn/X2 instances)
· Makes it possible to move IAB node within a CU (e.g. change routing paths) without updating rest of the network
· 
· Allows a smooth migration of IAB node to “normal” DUs once connected to normal transport in network supporting CU/DU split

· Other advantages:
· Terminate UE RRC/PDCP security in a central place which may be useful as IAB nodes may be physically located in less secure places
· Centralized PDCP for dual connectivity and optimized mobility. If PDCP is terminated in the IAB node, the packets for DC and at packet forwarding would need to traverse the last hop multiple times. 
[bookmark: _Toc506544090][bookmark: _Toc506544130][bookmark: _Toc506560626]The SI on IAB should adopt the CU/DU split solution where the IAB node is a DU.

More details on CU / DU split option
Assuming the CU/DU split option is agreed for IAB, it should further be discussed which protocol layers of the F1 interface are brought down to the IAB node.
The F1 interface is currently made up of the following protocol layers:
	Control plane

	F1-AP
	The control protocol of F1. Provides F1 interface management, Sys Info management, UE context management and RRC message transfer.

	SCTP
	Provides a reliable in-order delivery of F1-AP messages.

	IP 
	IP connectivity between CU and DU

	

	Use plane

	“NR user plane protocol”
	Flow control, delivery notification

	GTP-U + extension header
	Delivery of packets to right UE context (identified with GTP TEID), detection of losses on backhaul, …

	UDP
	NA

	IP 
	IP connectivity between CU and DU



In our view it is clearly beneficial if most of the protocols above are brought down to the IAB node:
· Replacing F1-AP with something else would generate significant work and with limited benefits
· SCTP could potentially be replace by radio layer functions but the pros and cons need to be carefully analysed. 
· It is very beneficial to support IP connectivity to the IAB node since this would make it possible to support existing OAM interfaces which are needed to configure the IAB node (i.e. a DU). 
· NR user plane protocol and GTP provide useful functionality today and it is not clear what would be the benefit replacing them with some new adaptation layer. 
[bookmark: _Toc506544091][bookmark: _Toc506544131][bookmark: _Toc506560627]The IAB node should at least terminate following protocols towards the IAB backhaul link:
a. [bookmark: _Toc506544092][bookmark: _Toc506544132][bookmark: _Toc506560628]F1-AP,
b. [bookmark: _Toc506544093][bookmark: _Toc506544133][bookmark: _Toc506560629]IP,
c. [bookmark: _Toc506544094][bookmark: _Toc506544134][bookmark: _Toc506560630]“NR user plane protocol”,
d. [bookmark: _Toc506544095][bookmark: _Toc506544135][bookmark: _Toc506560631]GTP-U + extension header.

Conclusion
In earlier sections we made the following observations:

Observation 1	For relaying in LTE Rel-10, an architecture was adopted where the Relay has the full functionality of the eNB. The Relay was connected to a Donor eNB which had among other things S1/X2 proxy functionality.
Observation 2	Support for multi-hop and redundant paths was not considered in Rel-10 and will have an impact on the architecture.
Observation 3	The CU/DU split has many properties also making it useful for IAB such as separation of time critical and less critical functionality, the CU hiding the DU from CN and other nodes, the possibility to optimize the IAB performance based knowledge about IAB nodes in the CU.
Observation 4	The following options for the IAB functionality and the functional split towards other nodes could be considered:
a.	The IAB node is a full gNB visible in CN (over NG interface) and surrounding RAN nodes (X2/Xn),
b.	The IAB node is a full gNB but it is hidden by a donor gNB acting as an NG/X2/Xn proxy (similar to LTE Rel-10),
c.	The IAB node is a DU, which is served by a CU located in the “wired” part of the network.

Based on the discussion in earlier sections we propose the following:
Proposal 1	The SI on IAB should adopt the CU/DU split solution where the IAB node is a DU.
Proposal 2	The IAB node should at least terminate following protocols towards the IAB backhaul link:
	a.	F1-AP,
	b.	IP,
	c.	“NR user plane protocol”,
	d.	GTP-U + extension header.


[bookmark: _In-sequence_SDU_delivery]Annex – RAN2 agreements

Agreements
1: 	The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded
2	Common architecture supports both in-band and out-of-band IAB scenarios. 
2i	In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported (This agreement does not exclude full duplex from being studied by RAN1)
2ii	Out-of-band IAB scenarios are also supported using the same set of RAN features designed for in-band scenarios.  Study whether additional RAN features are needed for out-of-band scenarios
3	NR access over NR backhaul is studied with highest priority 
3i	Identify the additional architecture solutions required for LTE access over NR backhaul
3ii	The IAB design shall at least support the following UEs to connect to a node which is backhauled using IAB:
	1/	Rel. 15 NR UE
	2/	Legacy LTE UE if IAB supports backhauling of LTE access
4i	SA and NSA on the access link will be supported (For NSA on the access the relay is applied to the NR SCG path only)
4ii	Both NSA and SA for the backhaul links will be studied. (For both SA and NSA backhaul, we will not study backhaul traffic over the LTE radio interface). 
4iii	For both 4i and 4ii the priority within the NSA options will be to consider the EN-DC case but this does not preclude study for other NSA options.
4iv Further study of the possible combinations of SA and NSA access and backhaul is needed to fully determine the scope of what will be studied.


Agreements
1: IAB design shall support multiple backhaul hops
	-	The architecture should not impose limits on the number of backhaul hops.
	-	The study should consider scalability to hop-count an important KPI.
	-	Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications
5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.

	6/6	
image1.png
RRC

PDCP

RRC

RLC

PDCP

NG-C/U

MAC/PHY

RLC

UE

MAC/PHY|

IAB Node 1

gNB

UPF (IAB
Node 1)




image2.png
RRC

PDCP

RRC

RLC

PDCP

NG-C/U
Xn/X2-C/U

NG-C/U
Xn/X2-C/U

NG-C/U
Xn/X2-C/U

MAC/PHY

RLC

IP

IP

P

UE

MAC/PHY]

IAB Node 1

Donor-gNB





image3.png
RRC

PDCP

RLC

MAC/PHY

RLC

F1

RRC

PDCP

UE

MAC/PHY]

IAB Node 1

F1

DU

CuU





