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1. Introduction
The IAB study item aims to define integrated access and backhauling (IAB) solutions for NR. RAN-2 NR AH-1801 meeting has established the following agreements: 
Agreements

1: 
The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded
2
Common architecture supports both in-band and out-of-band IAB scenarios. 

2i
In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported (This agreement does not exclude full duplex from being studied by RAN1)
2ii
Out-of-band IAB scenarios are also supported using the same set of RAN features designed for in-band scenarios.  Study whether additional RAN features are needed for out-of-band scenarios
3
NR access over NR backhaul is studied with highest priority 

3i
Identify the additional architecture solutions required for LTE access over NR backhaul

3ii
The IAB design shall at least support the following UEs to connect to a node which is backhauled using IAB:


1/
Rel. 15 NR UE


2/
Legacy LTE UE if IAB supports backhauling of LTE access
4i
SA and NSA on the access link will be supported (For NSA on the access the relay is applied to the NR SCG path only)
4ii
Both NSA and SA for the backhaul links will be studied. (For both SA and NSA backhaul, we will not study backhaul traffic over the LTE radio interface). 

4iii
For both 4i and 4ii the priority within the NSA options will be to consider the EN-DC case but this does not preclude study for other NSA options.

4iv Further study of the possible combinations of SA and NSA access and backhaul is needed to fully determine the scope of what will be studied.
Agreements

1: IAB design shall support multiple backhaul hops


-
The architecture should not impose limits on the number of backhaul hops.


-
The study should consider scalability to hop-count an important KPI.


-
Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications

5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.
This document discusses aspects of topology and route management to be considered in the IAB study.
2. Discussion
2.1 Purpose of topology and route management
Topology and route management (TRM) aims to maintain connectivity within the IAB network close to best performance. TRM defines the topology of the IAB network, i.e. the backhaul links that are established among the various IAB-nodes, and it sets the routes on which traffic is forwarded in case of redundant connectivity. While routing decisions may occur on faster time scale than topology changes the decision criteria are very similar and for that reason, topology management and route management are discussed together.
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Figure 1: Example network for TRM problem: Should IAB-node B connect to the donor directly or via IAB-node A? The link capacities are shown for each link.
The issues involving topology and route management are illustrated on hand of an example network, which consists of two IAB-nodes, A and B, and an IAB-donor, D (Figure 1). IAB-node A already has a high-capacity link established with IAB-donor D (link capacity C=3). The question arises if IAB-node B should connect to IAB-node A with good link quality (C = 2) or directly to the donor D with low link quality (C=1). This decision may further dependent on the traffic load distribution, which is chosen different for scenarios 1 and 2. In case IAB-node B can simultaneously connect to both neighbours, the question arises on which of the two paths between the traffic should be routed, or if any gains can be achieved via load balancing.
2.2 Procedures of topology and route management
Topology and route management involves the following procedures:

· Information collection
· Information includes, e.g. backhaul link quality, link- and node-load. 

· Collection refers to gathering over sufficiently large area of the IAB topology.

· Topology/route determination
· Deciding best topology and routes, based on the collected info, and following a performance objective. 

· Topology/route reconfiguration
· Adjusting topology & routes based on topology/route determination, thru e.g. establishing new connections, releasing other connections, changing routes. 

TRM can be exercised via a centralized or a distributed scheme:
· Centralized scheme: a central entity determines topology (e.g. for a cluster of IAB-nodes)
· Distributed scheme: topology is determined locally on each node.
It is critical to identify how these tasks are best executed for IAB and if a centralized or distributed scheme should be applied.

2.3 Objectives for topology/route determination
There are a multitude of potential objectives for topology and route determination. They depend on deployment, traffic types, traffic load and they may vary over time. Based on objective, the resulting topology or route configuration may be very different. This is illustrated for the network in Figure 1 for three different objectives:
Objective 1: Minimize hop count, e.g., to reduce end-to-end latency 

Objective 2: Select link with best quality, e.g., to ensure robustness
Objective 3: Maximize network capacity, e.g., to serve more traffic
2.4 Network capacity estimation

The outcome of network capacity optimization critically depends on the capacity definition. In this example, proportional fair scheduling is assumed for all UEs network-wide, which translates into allocation of same time-frequency resource RUE to each UE in the network. The resulting throughput demand Tn at node n is:

 Tn = UE TUE = UE CUE ( RUE , 
where CUE is the capacity of the link the UE has with its attachment node n. Each backhaul link b consequently carries the throughput of:

Tb = n(b Tn 
for all the nodes n it serves. The corresponding resource demand of backhaul link b is:

 Rb = n(b Tn /Cb.

Due to half-duplexing constraint, each node n can only communicate with one of its backhaul or access links at time. The total resource demand Rn of node n therefore computes to the sum of resource demanded by its backhaul links as well as its access links:

Rn = b(n Rb  +UE(n RUE .

Network capacity CNWK can be interpreted by the inverse of resource demand by the highest loaded node:


CNWK = 1/(maxn Rn)

2.5 Topology/route determination based on objectives
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Figure 2: Topologies/routes selected for different objectives
Figure 2 shows the topologies/routes selected for the three objectives. Each of the objective leads to a different connectivity or route selection:
	
	Minimize hop count
	Select best link
	Maximize network capacity

	Scenario 1
	B ( D
	B ( A
	B ( D

	Scenario 2
	B ( D
	B ( A
	B ( A


For the third objective, maximization of network capacity, it would be possible for node B to connect to both A and D and apply load balancing across both paths. A closer analysis, however, reveals that load balancing does not provide further gain over selecting the best route in this example. It is of course possible to create both connections and solely switch the routes based on traffic distribution. 

2.6 Implications

As the example illustrates, topology and route determination is very dependent on the objective, which may change with time, traffic and deployment. 
Observation 1: Topology and route determination is very dependent on the objective, which may change with time, traffic and deployment.

Proposal 1: To ensure flexibility and future proof-ness, topology and route determination should not be regulated by standard.
At the same time, standardization of information collection and network reconfiguration ensures interoperability. 

Observation 2: Standardization of information collection and network reconfiguration ensures interoperability. 

Proposal 2: To ensure interoperability, information collection and network reconfiguration should be regulated by the standard.
Further, topology and route determination should be centralized for the following reasons: 

· It ensures interoperability among IAB-nodes when topology determination is not standardized.
· It reduces signaling load for information acquisition.
· It reduces complexity of the IAB-node
· It circumvents typical issues of distributed algorithms such as high convergence time, avoiding loop-free operation, etc.
Proposal 3: Topology and route determination should be centralized.
3. Conclusions

This contribution has discussed aspects of topology and route management for the IAB study. The following proposals have been made:
Proposal 1: To ensure flexibility and future proof-ness, topology and route determination should not be regulated by standard.

Proposal 2: To ensure interoperability, information collection and network reconfiguration should be regulated by the standard.

Proposal 3: Topology and route determination should be centralized.
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