Page 4
Draft prETS 300 ???: Month YYYY
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: _Ref298777854][bookmark: _Ref452454252]3GPP TSG-RAN WG3#99	R3_180879
Athens, Greece, 26 Feb – 2 March 2018
Source: 	NEC
[bookmark: Title]Title:	Discussion on unsuccessful configuration update in EN-DC
Agenda Item:	31.3.1
Document for:	Discussion and Decision 
Introduction
In this contribution, we discuss the ambiguity in the behavior of eNB/en-gNB in the case of unsuccessful configuration update in EN-DC. To our understanding, the current description of eNB/en-gNB configuration update failure in TS 36.423 does not clarify whether the solution to this failure case should be based on implementation or specified by RAN3.
Discussion 
According to TS 36.423, the following is the description of eNB behaviour in the case of unsuccessful Operation of eNB Configuration Update procedure: 
	[bookmark: _Toc494407532]8.3.5	eNB Configuration Update 
[…]
[bookmark: _Toc494407535]8.3.5.3	Unsuccessful Operation


Figure 8.3.5.3-1: eNB Configuration Update, unsuccessful operation
If the eNB2 can not accept the update it shall respond with an ENB CONFIGURATION UPDATE FAILURE message and appropriate cause value.
If the ENB CONFIGURATION UPDATE FAILURE message includes the Time To Wait IE the eNB1 shall wait at least for the indicated time before reinitiating the eNB Configuration Update procedure towards the same eNB2. Both nodes shall continue to operate the X2 with their existing configuration data.




So based on the text above, if the candidate receivng node responds with an ENB CONFIGURATION UPDATE FAILURE message, then both the initiating eNB and the receving eNB shall continue to operate the X2 with their existing configuration data. 
However, for EN-DC, there is no specification text (in TS 36.423) on the behaviour of the RAN nodes (eNB or en-gNB) in the case of unsuccessful configuration update: 
	8.7.2	EN-DC Configuration Update 
[…]
8.7.2.3	Unsuccessful Operation


Figure 8.7.2.3-1: eNB Initiated EN-DC Configuration Update, unsuccessful operation


Figure 8.7.2.3-2: en-gNB Initiated EN-DC Configuration Update, unsuccessful operation
[bookmark: OLE_LINK9]If the candidate receving node can not accept the update it shall respond with an EN-DC CONFIGURATION UPDATE FAILURE message and appropriate cause value.



The lack of specification text for EN-DC may result in ambiguity in the behavior of RAN nodes in the case of unsuccessful configuration update. For example, if a RAN node (eNB or en-gNB) initiates a EN-DC CONFIGURATION UPDATE message to two neighbour RAN nodes x and y, and the node x responds with ENB CONFIGURATION UPDATE ACKNOWLEDGE message, while the node y responds with ENB CONFIGURATION UPDATE FAILURE message. Then, it is not clear whether both the initiating RAN node and the node y (that indicated configuration update failure) should continue to operate the X2 using their existing configuration data or not.
To our understanding, there could be several potential solutions that would address this ambiguity in the EN-DC case. First, the solution could be based on implementation. For example, the RAN node that initiated the configuration update procedure shall release the X2 connection towards the RAN node that responds with EN-DC CONFIGURATION UPDATE FAILURE message. The second solution could be to reuse the same behaviour, specified (in TS 36.423) for the case of eNB Configuration Update (unsuccessful operation), for EN-DC. That is, to include the description that if any RAN node (eNB/en-gNB) responds with a EN-DC CONFIGURATION UPDATE FAILURE message, then both nodes (the initiating node and the node that responds with the failure message) shall continue to operate the X2 with their existing configuration data. 
Proposal 1: RAN3 to discuss the issue of EN-DC configuration update failure and agree one of the following:
· Option 1: it is up to the RAN node implementation whether to release X2 or ignore the configuration update failure response from the neighbour RAN node that indicated the configuration update failure;
· Option 2: introduce the same wording for EN-DC on RAN nodes behavior as that existing for LTE in the case of configuration update failure (i.e. Both nodes shall continue to operate the X2 with their existing configuration data); 
· Option 3: specify nothing for the EN-DC case.
[bookmark: _GoBack]Conclusion  
This contribution we discuss the ambiguity in eNB/en-gNB behavior in the case of unsuccessful configuration update in EN-DC, and provide the following proposal on potential solutions:
Proposal 1: RAN3 to discuss the issue of EN-DC configuration update failure and agree one of the following:
· Option 1: it is up to the RAN node implementation whether to release X2 or ignore the configuration update failure response from the neighbour RAN node that indicated the configuration update failure;
· Option 2: introduce the same wording for EN-DC on RAN nodes behavior as that existing for LTE in the case of configuration update failure (i.e. Both nodes shall continue to operate the X2 with their existing configuration data); 
· Option 3: specify nothing for the EN-DC case.
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