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Introduction
In the Reply LS (R3-172855, S6-171129 [1]) to RAN3, SA6 discussed our Reply LS (R3-172007, S6-170818 [2]) on MBMS bearer event notification and the corresponding CR to TS 36.300 subclause 15.7.1.1 and deemed the solution to be insufficient for Public Safety in meeting Mission Critical requirments for usage of MBMS services. As part of their Rel-15 stage 2 normative work for Mission Critical services, SA6 specifically asked RAN3 to reconsider the following requirment from TS 23.280 subclause 10.7.3.10 [3], particularly the highlighted text:
 “For the MC service server to know the status of the MBMS bearer, and thus know the networks ability to deliver the service, it is required that the network provides MBMS bearer event notifications to the MC service server. The different events notified to the MC service server include the MBMS bearer start result (e.g. when the first cell successfully allocated MBMS resources), including information if any cells fail to allocate MBMS resources to a specific MBMS bearer, the current status of the MBMS bearer, MBMS bearer suspension/resume or overload scenarios.”
As also stated in the SA6 LS: In addition to overload, there are possible failure scenarios that could impact the reliability of the MBMS bearer for Mission Critical services and thus require additional notification at the GCS AS.
In the last RAN3#97 meeting, online discussion was held in this regard and question was raised by companies for the clarification on specific scenario, if any, where the current solution was not enough. In this paper, we will discuss the potential scenario and the shortfall of current solution in RAN/EPC in meeting the mission critrical service requirments defined by SA6.
Discussion  
The Mission Critical (MC) service on-network architecture, is based in part on 3GPP TS 23.468 [4] with the MC service server assuming the function of the GCS AS and can be represented (in a simplified diagram) as shown in Figure 1 [3].


Figure 1: MC Service On-Network Architecture
The transmission of MC media content on UL from the MC service client to MC service server is always unicast. As shown in Figure 1, however, the transmission of MC media content on DL from the MC service server to MC service client can be unicast, MBMS, or both. The MC service server may decide to switch a user between unicast and MBMS for a media content reception, in which the MBMS bearer event notification helps drive better decisions. To any Public Safety operator’s highest concern, above all, it is the realiability of an MBMS or a unicast bearer that can dependably carry and successfully deliver the mission critical services. Knowing the status of an MBMS bearer incluidng information if any cells fail to allocate resources during setup and the current up/down status caused by bearer suspension/resume, overload/preemption, erroraneous release, etc. is no less important than that of a unicast bearer to the MC service server. 
Figure 2, based on [5], shows an elaborated MC service network architeture of Figure 1 including all network elements and interfaces. On the unicast path of control plane, there are network elements of eNB, MME, S-GW, P-GW, and PCRF, and network interfaces of S1-MME, S11, S5, Gx, and Rx. On the MBMS path of control plane, there are network elements of eNB, MCE, MME, MBMS-GW, and BM-SC, and network interfaces of M2, M3, Sm, SG-mb, and MB2-C. For the unicast path, the current specifications of all network interfaces defined by 3GPP provide the capability in disclosing the end-to-end bearer status to the MC service server. For example, with an appropriate Rx event subscription, the MC service server is able to get notification if a unicast bearer get released due to failed allocated resources, overload preemption, RF loss, etc. at eNB. This is also true even if an eNB is completely down or fails to function normally due to, for example, malicious jamming or security attack. Other network element, such as MME will detect the loss of the unicaste bearers, generate the correponsding information upon releasing these failed bearers, and propagate the information via other network elements on the unicast path to the MC service server. As stated in SA6’s Reply LS [1] for the possible failure scenarios, it is the same end-to-end bearer event notification for MBMS that is expected at the MC service server for Public Safety operators to assess the realiability of their MBMS delivery. Pre-action can be done before dispatching the public safety users to an area with unreliable MBMS delivery, for example, sending a deployable (cell on wheel) together with the users or switching to other technology options such as LMR. 
Observation 1: The same end-to-end bearer notification as unicast bearer for MBMS bearer is expected at the MC servicer server for Public Safety operators to assess the reliability of their MBMS delivery.

Figure 2: Elaborated MC Service On-Network Architecture and Deployment Reference Model
One may argue that certain failure scenarios may be tied to OA&M operation and can be monitored through alerting at a network element manager, for example, outage of an eNB. Figure 2 also demonstrates a popular MVNO (Mobile Virtual Network Operator) type of public safety network deployment. In such a deployment model, the Public Safety operator partners with a commercial LTE network operator by reusing its existing deployed network for both unicast and MBMS delivery. Both Public Safety and commercial users coexist in the network in which admission and/or scheduling prioritiztion may be given to certain applications of Public Safety users. As demonstrated in Figure 2, the Public Safety operator owns the MC service servers and maybe also the PCRF to install the appropriate PCC (Policy and Charging Control) rules for the agreed QoS in the LTE network with the commercial operator. On the other hand, the commercial LTE network operator owns other network elements for unicast and MBMS transmissions including network element manger for OA&M function. This deployment model includes, for example, the ESN (Emergency Services Network) in UK and the FirstNet in US. Altough the network reliability in delivering the MC service media content concerns the Public Safety operator the most, the network status as part of the OA&M function belonging to the LTE network operator may not be visible to the Public Safety operator. As a result, the MBMS bearer event notification via the end-to-end call processing function to the MC service server like that in the unicast bearer is essentially desirable to Public Safety operators. Moreover, Public Safety operators cannot depend on such an OA&M alerting of failure or mis-configuration where MC services have to continue by all possible options (e.g., unicast, ProSe, LMR, legacy 3G, WiFi, deployables) they may have rather than be notified and fixed later when the system adminitrator gets to it. 
Reviewing the Reply LS [1] from SA6, the different events of MBMS bearer notification to the MC service server to assess the MBMS delivery realibility include:
· MBMS bearer start result (e.g. when the first cell has successfully allocated MBMS resources), including information if any cells fail to allocate MBMS resources;
· the current status of the MBMS bearer;
· MBMS bearer suspension/resume or overload scenarios;
· failure scenarios. 
Though arguable for the effectivness for Public Safety use, event notification of MBMS bearer start result and a compromised solution in MBMS overload scenario were introduced in RAN3#96 and Rel-12 respectively. No event notfication is currently available for the cases of MBMS bearer current status, MBMS bearer suspension/resume and failure scenarios. Accompnying with this discussion paper, CRs [6] [7] are developed for the introduction of MBMS bearer failure notification to fulfill one of the needs of SA6 on failure scenarios immediately. RAN3 should study and accommodate SA6’s needs of additional event notification to MC service server.
Observation 2: Not all of the event notification specified by SA6 is available currently. 
Proposal 1: RAN3 to approve CRs for the introduction of MBMS bearer failure notification to fulfill one of the needs of SA6 on failure scenarios.
Proposal 2: RAN3 to study and accommodate SA6’s needs of additional event notification to MC service server. 
Proposal 3: RAN3 to agree on Proposal 2 and liaise SA6 for the work with SA2 CCed.
Conclusions and Proposals
We have discussed the SA6 Reply LS [1] on the need of MBMS bearer event notification and the various cases for MC service server to assess MBMS delivery reliability. Our observations and proposal are summarized in the following:
Observation 1: The same end-to-end bearer notification as unicast bearer for MBMS bearer is expected at the MC servicer server for Public Safety operators to assess the reliability of their MBMS delivery.
Observation 2: Not all of the event notification specified by SA6 is available currently.
Proposal 1: RAN3 to approve CRs for the introduction of MBMS bearer failure notification to fulfill one of the needs of SA6 on failure scenarios.
Proposal 2: RAN3 to study and accommodate SA6’s need of additional event notification to MC service server. 
Proposal 3: RAN3 to agree on Proposal 2 and liaise SA6 for the work with SA2 CCed.
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