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1 Introduction
RAN 3 should have received the attached LS in S2-178150. It relates to E-UTRAN-NR dual connectivity with the EPC as well as E-UTRAN-only networks. 
The LS indicates that SA2 are likely to agree on 4 new QCIs for Ultra Low Latency services with Normal Reliability and requests 2 actions from RAN 3:
ACTION 1: 	SA2 requests RAN 2 and RAN 3 to note that SA2 is intending to pursue the above way forward on the QCI definition, and hence to provide rapid feedback if they wish SA2 to adjust this way forward.  
ACTION 2: 	SA2 requests RAN 3 to provide feedback on whether they wish to develop this concept of the burst characteristics of low latency bearers being learnt and transferring this information at handover/storing it in the MME in idle state.
The characteristics of these 4 new proposed QCIs are shown below. The characteristics/components are somewhat different to the characteristics/components of the legacy QCIs in TS 23.203.

	QCI value
	Resource Type
	Priority Level
	One way PDB between SGi and UE application 
	Proportion of unsuccessful packets
	 Attributes / factors
	Example services

	N
	GBR
	2
	10 ms for 99.99% of packets.

Assumes 1ms from SGi to eNB physical layer

 
	10-4
Including delayed packets 
As with normal GBR traffic, data above GBR is best effort
	Activity factor and data burst size might be learnt by the RAN, and stored in the MME in idle state

For initial admission control, a data rate averaging window of 20ms is assumed
	Discrete Automation (TS 22.261, table 7.2.2-1, row 2.)


	N+1
	 Non-GBR 
	2
	10 ms for 99.99% of packets.

Assumes 1ms from SGi to eNB physical layer


	10-4
Including delayed packets
Packets outside of the “low latency envelope” should be delivered as “best effort” and not systematically discarded.
	Maximum packet size and arrival rate for which RAN “guarantees” latency and reliability are achieved is:

     Max packet size: 255 bytes

     Arrival rate < once per 50 ms

Arrival rate and data burst size may be learnt by the RAN, and stored  in the MME in idle state
	Discrete Automation (TS 22.261, table 7.2.2-1, row 2, “small packets”)


	N+2
	
Non-GBR 
	2
	10 ms for 99.99% of packets.

Assumes 1ms from SGi to eNB physical layer


	10-4
Including delayed packets
Packets outside of the “low latency envelope” should be delivered as “best effort” and not systematically discarded.
	Maximum packet size and arrival rate for which RAN “guarantees” latency and reliability are achieved is 

      Max packet size: 1500 bytes

      Arrival rate < once per 50 ms

Arrival rate and data burst size may be learnt by the RAN and stored in the MME in idle state
	Discrete Automation (TS 22.261, table 7.2.2-1, row 2, “big packets”)




	N+3
	Non-GBR
	6.2
	10 ms

For 98% of packets (as existing TS 23.203)

Assumes 2 ms from SGi to eNB physical layer

	     10-6

Excluding delayed packets.

This error rate is intended for the configuration of the RAN data link.
	
	Low latency eMBB applications (TCP-IP based); 

Augmented Reality





2 Impact on RAN 3 of New QCI Definitions
The main impact of these new low latency QCIs is anticipated to be on RAN2, however, the assumptions on 1ms and 2ms latency between SGi and the eNB’s physical layer do have implications on the practical implementations of RAN 3’s work on the “option 2” CU/DU split: they again show the need for the “Option 2” CU/DU split work to be accompanied by the specifications for the Control Plane/User Plane separation of the “Option 2” CU.
With regard to Action 1:
ACTION 1: 	SA2 requests RAN 2 and RAN 3 to note that SA2 is intending to pursue the above way forward on the QCI definition, and hence to provide rapid feedback if they wish SA2 to adjust this way forward.  
Proposal 1: it is proposed that RAN 3 accept SA2’s way forward on these 4 new QCIs.
Proposal 2: it is proposed that RAN 3 ensure that the Option 2 CU/DU split work provides support for low latency services by specifying the Control Plane/User Plane separation of the CU. 


3 Transfer and Storage of the UE’s Burst Characteristics
The SA2 LS suggests that the eNB can learn the characteristics of each UE’s data transfers (e.g. one packet of 50 bytes every 10 ms for one machine; one packet of 200 bytes every 5 ms for another machine; one packet of 100 bytes every second for a third machine). As well as assisting with the ongoing tasks of the radio scheduling algorithm, learning this information allows the current load on the eNB to be estimated, thereby helping with accurate admission control for subsequent requests for ‘Guaranteed’ resources from other UEs.
The LS also suggests that this information could be transferred between eNBs at X2 and S1 handover, and, stored in the MME when the RRC connection is released (e.g. the RRC connection would be released when the machine is turned off at the end of the day).
The supporting companies believe that the “eNB learning” approach is highly feasible and appropriate when dealing with very low latency, bursty transmissions.
The supporting companies also believe that transferring the information at X2/S1 handover is needed, and, that storing the information in the MME in RRC-idle is needed.
Where possible the information should be standardised, but, usage of eNB-vendor tagged vendors specific containers would support many scenarios prior to full standardisation of the parameters.
It is believed that R3-174797 provides a text proposal for S1-AP for a mechanism that will achieve this, and that the text proposal is easily transferable to X2-AP.
With regard to Action 2:
 ACTION 2: 	SA2 requests RAN 3 to provide feedback on whether they wish to develop this concept of the burst characteristics of low latency bearers being learnt and transferring this information at handover/storing it in the MME in idle state.
Proposal 3: it is proposed that RAN 3 do develop the learning, storing and transferring concept suggested in the LS in S2-178150.
Proposal 4: it is proposed that RAN 3 adopt the approach in R3-174797 as a means to solve issues related to packet size and arrival rates for ultra low latency communications. 
  


4 Summary and Way Forward
It is requested that RAN 3 adopt the following proposals.
Proposal 1: it is proposed that RAN 3 accept SA2’s way forward on these 4 new QCIs.
Proposal 2: it is proposed that RAN 3 ensure that the Option 2 CU/DU split work provides support for low latency services by specifying the Control Plane/User Plane separation of the CU. 
Proposal 3: it is proposed that RAN 3 do develop the learning, storing and transferring concept suggested in the LS in S2-178150.
Proposal 4: it is proposed that RAN 3 adopt the approach in R3-174797 as a means to solve issues related to packet size and arrival rates for ultra low latency communications. 
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