3GPP TSG-RAN3 Meeting # 98	R3-174463
Reno, Nevada, US, November 27 – December 1, 2017

Agenda item:		22.1
Source:	Huawei
[bookmark: _GoBack]Title:					TP on deployment scenario 2 for CP-UP separation
Document for:		pCR
1.	Introduction
The benefits and drawbacks of deployment scenarios for CP/UP separation were discussed and some text proposals were agreed in last RAN3 meeting, this paper tries to have some further discussions on scenario 2. 
2.	Discussion
[bookmark: _MON_1262154389][bookmark: _MON_1262154417][bookmark: _MON_1262154427][bookmark: _MON_1262154434][bookmark: _MON_1262154467][bookmark: _MON_1262155070][bookmark: _MON_1263370054][bookmark: _MON_1267437849][bookmark: _MON_1267437947][bookmark: _MON_1267437950][bookmark: _MON_1267437980][bookmark: _MON_1267532068][bookmark: _MON_1267532185][bookmark: _MON_1267532888][bookmark: _MON_1267970107][bookmark: _MON_1270983463][bookmark: _MON_1271829508][bookmark: _MON_1271829547][bookmark: _MON_1271829590][bookmark: _MON_1271830383][bookmark: _MON_1271831639][bookmark: _MON_1274530850]In last meeting, some text proposals on benefits and drawbacks of deployment scenarios were agreed, but there is still an editor’s note questioning about the benefits and drawbacks of scenario 2:
[bookmark: _Toc496032590]6.2.2 Scenario 2
Benefits
This scenario allows to take advantage of cloud technologies for user plane functions while ensuring low latency for critical control plane procedures
Drawbacks
[bookmark: _Hlk494187614][bookmark: _Hlk495518414][bookmark: _Hlk495597673]E1 signalling between the local Control and the User Plane function would flow over the transport network, e.g., between the distributed entity and the data center. This scenario may introduce higher control plane latency for E1 interface compared to Scenario 1. The impact of the extra-latency depends on the characteristics of the transport network and can be limited by a careful network design and opportune transport network infrastructure.
Editor’s Note: The drawbacks on Scenario 2 needs to be further clarified.
The rest of this paper tries to have further discussions on scenario 2. Here we list scenario 1 and scenario 2 as a comparison, illustrated in Fig.1 below. Here the main open point is if additional latency is introduced comparing with scenario 1.


           
Fig. 1 Scenario 1: CU-CP and CU-UP centralized vs. Scenario 2: CU-CP distributed and CU-UP centralized
Here let’s take the initiating EN-DC operation as a typical example, here we assume CU-C and CU-U are co-located so there is no E1 transmission latency, while we also assume there is no F1-C latency between CU-C and DU. The basic signaling flow of initiating EN-DC operation are illustrated in Fig.2-1 and Fig.2-2.


Fig. 2 -1 signaling flow of initiating EN-DC operation for scenario 1


Fig. 2 -2 signaling flow of initiating EN-DC operation for scenario 2
Based on the two figures above, we could have a brief comparison on the latency in the following table, assuming latency ground interface is T1 and T2 for radio latency.
Table-1. Latency comparison between scenario 1 and 2 on EN-DC operation
	
	Scenario 1
	Scenario 2

	Latency over X2
	4*T1
	2*4*T1

	Latency over F1
	2*T1
	0

	Latency over E1
	0
	5*T1 or 3*T1

	Latency over radio
	3*T2
	3*T2

	Total
	6*T1 + 3*T2
	13*T1 + 3*T2


As could be seen from the table above, there are additional 7*T1 introduced in scenario 2 comparing to scenario 1. The main contributions are two parts, one part is the transmission latency over X2 from MeNB to gNB-CU-CP, since gNB-CU-CP is co-located with gNB-DU, the routing from source MeNB to target gNB-DU would anyway be a round trip, that’s why it is at least of twice as much as scenario 1; the other part is from more E1 latency due to addition steps over E1, here the main open point is, the latency over E1 for scenario 2, 5*T1 or 3*T1. For 5*T1, the main reason is that when CP tries to setup E1 towards UP, the TNL address for DU might not be available, then we need addition UE context modification steps to tell UP about F1 DL TNL address of DU; while someone may argue that since CP and DU are co-located, F1 DL TNL address could be pre-configured, hence there is no need to have modification steps, i.e. step 4&5 could be omitted, then the total E1 latency is 3*T1, one the other hand, however, pre-configuration means less flexible.
Using the same logic, similar observations could also be achieved for intra-CU and inter-CU handover operation when comparing scenario 2 with scenario 1.
Observation: Scenario may introduce higher control plane latency for E1 interface compared to Scenario 1.
Base on the observation above, it is proposed to remove the editor’s note in the TR:
Proposal 1: To remove the editor’s note for scenario in section 6.2.2.
For scenario 1 itself, if CP and UP are deployed physically separated, of cause additional E1 latency would be introduced into total control plane latency.
Observation: For scenario 1, if CP and UP are deployed physically separated, additional E1 latency would be introduced. 
Proposal 2: To add additional E1 latency description if CP and UP are deployed physically separated for scenario 1’s drawback.
Corresponding text proposal is attached in the Annex part.
3.	Conclusion
This paper compared the potential control plane latency between scenario 1 and scenario 2, and have the following proposal:
Proposal 1: To remove the editor’s note for scenario in section 6.2.2.
Proposal 2: To add additional E1 latency description if CP and UP are deployed physically separated for scenario 1’s drawback.
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Beginning of Text Proposal to TS 38.806
[bookmark: _Toc496032589]6.2.1 Scenario 1
Benefits
Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario allows to take maximum advantage of cloud technologies because both the CU-CP and CU-UP can be implemented in a virtualized environment. For the case where both CU-CP and CU-UP are deployed within the same physical node(s), the signalling over the E1 interface would be internal to the gNB and would not flow over the transport network.
Drawbacks
For the case where both CU-CP and CU-UP are deployed physically separated, the signalling transmission delay over the E1 interface would be introduced as part of total control plane latency.
6.2.2 Scenario 2
Benefits
This scenario allows to take advantage of cloud technologies for user plane functions while ensuring low latency for critical control plane procedures
Drawbacks
E1 signalling between the local Control and the User Plane function would flow over the transport network, e.g., between the distributed entity and the data center. This scenario may introduce higher control plane latency for E1 interface compared to Scenario 1. The impact of the extra-latency depends on the characteristics of the transport network and can be limited by a careful network design and opportune transport network infrastructure.
[bookmark: _Hlk495614759]Editor’s Note: The drawbacks on Scenario 2 needs to be further clarified.
[bookmark: _Toc496032591]6.2.3 Scenario 3
Benefits
Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario also allows to take advantage of cloud technologies while ensuring low latency for user plane traffic, which is important for some applications (e.g., critical MTC)
Drawbacks
This scenario may introduce higher control plane latency compared to Scenario 1. The impact of the extra-latency depends on the characteristics of the transport network and can be limited by a careful network design and opportune transport network infrastructure.

[bookmark: _Toc496032592]6.3 Conclusions for scenarios and benefits
Based on the study for each option, all the scenarios can be considered as possible deployment with regards of their own benefits and drawbacks. 
End of Text Proposal to TS 38.806
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