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1. Introduction
Based on the latest RAN2/3 agreements as captured in TS37.340 [1], the exact behaviours with PDU Session Split @ UPF or @Xn becomes clearer for the MR-DC@5GC case, but there is still one editor note in TS37.340 [1]: “Editor’s Note: The SN’s and the MN’s roles in the decisions process on which bearer type to be realised for a QoS flow need further discussions.” In this contribution, we shall continue discuss this topic and dig out more details.
2. Conclusion
As illustrated in Figure 1 below, for single PDU Session 1, the SDAP in MN shall map QoS Flow 1/2 to one or more DRBs (can be MCG Bearer type or MCG Split Bearer type) on MCG side, and the SDAP in SN shall map QoS Flow 3/4 to one or more DRBs (can be SCG Bearer type or SCG Split Bearer type) on SCG side.
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Figure 1
On MCG side, the SDAP in MN shall decide the DRB No. and their mapping with each QoS Flow. However, although MN can decide the DRB bearer type for both MCG and SCG side, but MN cannot decide the exact DRB No. and their mapping on SCG side. The SDAP in SN actually decides the exact DRB No. and their mapping with each QoS Flow on SCG side.
Observation 1: MN decides and instructs the DRB bearer type to be configured on MCG/SCG side, and MN/SN decides the exact DRB No. and their mapping with each QoS Flow independently.
If MN decides to setup SCG bearer type for particular QoS Flow, then SN should consequently setup at least one default SCG bearer + optionally additional SCG bearers, but MN cannot decide and foresee which SCG bearer that QoS Flow shall be mapped onto. 
Similarly, if MN decides to setup SCG split bearer type for particular QoS Flow, then SN should consequently setup at least one default SCG split bearer + optionally additional SCG split bearers, but MN cannot decide and foresee which SCG split bearer that QoS Flow shall be mapped onto.
Observation 2: MN cannot decide and foresee which SCG (split) bearer a particular QoS Flow will be mapped onto by SN.
Currently it is still FFS how MN and SN coordinate their configured DRB ids in common pool, but it seems more sensible that MN semi-statically allocates a set of DRB ids to be used by SN.
Proposal 1: During DRB initial setup process, MN semi-statically allocates a set of DRB ids to be used by SN, and MN/SN decides the mapping of concerned QoS Flows on MCG/SCG side independently.
RAN2 has agreed to support “QoS flow level offloading between the MN and SN”, and has agreed “the lossless handover user plane procedure could be reused for DRB level offloading”, but “it is still FFS whether lossless can be achieved with QoS flow level offloading”.
Observation 3: MN and SN should support DRB level lossless offloading, but may not support QoS Flow level lossless offloading.
Hence for those QoS Flows already mapped onto existing MCG (split) bearer, in order to support lossless offloading, “the mapping info of concerned QoS Flows on MCG side” should be informed to SN, and SN shall follow that mapping rather than mapping independently. Similarly, for those QoS Flows already mapped onto existing SCG (split) bearer, in order to support lossless offloading, “the mapping info of concerned QoS Flows on SCG side” should be informed to MN, and MN shall follow that mapping rather than mapping independently.
Proposal 2: During DRB level lossless offloading, MN/SN should inform the peer side about the “mapping info of concerned QoS Flows on local MCG/SCG side” (so peer side follows that mapping), and SN/MN can consequently allocate and feedback the corresponding DL/UL data forwarding GTP TEID.
QoS Flow level lossless offloading cannot be guaranteed due to the fact that, the mapping of concerned QoS Flow is changed after offloading, so PDCP reordering cannot be maintained. However, the data forwarding for the concerned QoS Flow can still be supported without further complexity.
Proposal 3: During QoS Flow level offloading (may be loss), MN/SN needs not to inform the peer side about the “mapping info of concerned QoS Flows on local MCG/SCG side” (so peer side performs the remapping independently), but SN/MN can still consequently allocate and feedback the corresponding DL/UL data forwarding GTP TEID.
Besides the GTP TEID info for DRB level DL/UL data forwarding, for MCG/SCG split bearer, SN/MN also needs to know the DRB. No. of MCG/SCG split bearer, so that SN/MN can consequently allocate and feedback the corresponding GTP TEID info for DL/UL data splitting. Accordingly, MN needs to allocate and inform SN the TEID info for each SCG split bearer; so in [2], it was proposed to introduce a new Class 2 procedure “SN AddModify Complete” message as shown in Figure 2 below.
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1. SN Addition Request 

2. SN Addition Request Acknowledge

(carry SN RRC configuration message)

3. RRCConnectionReconfiguration

(carry SN RRC configuration message)

4. RRCConnectionReconfigurationComplete

(carry SN RRC configuration complete)

9. PDU Session  Modification Indication

5. SN Reconfiguration Complete

(carry SN RRC configuration complete)

12. PDU Session Modification Confirmation

10. Bearer Modication

7. SN Status Transfer

8. Data Forwarding

6. Random Access Procedure

      Path Update procedure

11. End Marker Packet

2a. SN AddModify Complete 


Actually immediately after step 2, SN may buffer the DL data and not urgently perform DL data splitting from SN to MN, so the DL GTP TEID info for each SCG split bearer is not urgent to be sent immediately after step 2, but can be conveyed in following step 5: SN reconfiguration Complete message, which is anyway needed. The advantageous is to avoid introducing one new procedure/messages dedicated for GTP TEID info conveying purpose. The disadvantage is to incur a bit DL data splitting delay.
Proposal 4: MN can inform SN the DL GTP TEID info for each SCG split bearer in step 5: SN reconfiguration Complete message.

3. Conclusion

RAN3 is kindly asked to discuss and agree:

Proposal 1: During DRB initial setup process, MN semi-statically allocates a set of DRB ids to be used by SN, and MN/SN decides the mapping of concerned QoS Flows on MCG/SCG side independently.

Proposal 2: During DRB level lossless offloading, MN/SN should inform the peer side about the “mapping info of concerned QoS Flows on local MCG/SCG side” (so peer side follows that mapping), and SN/MN can consequently allocate and feedback the corresponding DL/UL data forwarding GTP TEID.
Proposal 3: During QoS Flow level offloading (may be loss), MN/SN needs not to inform the peer side about the “mapping info of concerned QoS Flows on local MCG/SCG side” (so peer side performs the remapping independently), but SN/MN can still consequently allocate and feedback the corresponding DL/UL data forwarding GTP TEID.
Proposal 4: MN can inform SN the DL GTP TEID info for each SCG split bearer in step 5: SN reconfiguration Complete message.
Proposal 5: To discuss and endorse the TP in Annex.
4. References
[1] TS37.340 V111, ZTE
[2] R3-173952 MN and SN role for QoS flow to DRB mapping, Ericsson.
5. Annex
/////////////////////////////////////////////////////////////////////  TP Start for 37.340  /////////////////////////////////////////////////////////////////////////

8.2
Bearer type selection
In EN-DC, for each radio bearer the MN decides the location of the PDCP entity and whether the bearer is split or not.
In MR-DC with 5GC, the following principles apply:
-
The MN decides per PDU session the location of the SDAP entity, i.e. whether it shall be hosted by the MN or the SN or by both.
-
If the MN decides to host an SDAP entity it may decide some of the related QoS flows to be realized as MCG bearer, and the others to be realized as MCG split bearer. 

-
If the MN decides that an SDAP entity shall be hosted in the SN, some of the related QoS flows may be realized as SCG bearer, while the others may be realized as SCG split bearer.

-
MN decides and instructs the DRB bearer type to be configured on MCG/SCG side, and MN semi-statically allocates a set of DRB ids to be used by SN.

-
During DRB initial setup process, MN/SN decides the exact DRB No. and their mapping with each QoS Flow independently.

-
During DRB level lossless offloading, MN/SN should inform the peer side about the “mapping info of concerned QoS Flows on local MCG/SCG side” (so peer side follows that mapping), and SN/MN can consequently allocate and feedback the corresponding DL/UL data forwarding GTP TEID.
-
During QoS Flow level offloading (may be loss), MN/SN needs not to inform the peer side about the “mapping info of concerned QoS Flows on local MCG/SCG side” (so peer side performs the remapping independently), but SN/MN can still consequently allocate and feedback the corresponding DL/UL data forwarding GTP TEID.
/////////////////////////////////////////////////////////////////////  TP Stop for 37.340  /////////////////////////////////////////////////////////////////////////
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