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1	Introduction
Following is discussed in [1].
“We see the need to send the first DDDS early than the first RLC Acked to indicate to the node hosting the PDCP entity the desired buffer size”
Sending of the DDDS to indicate the desired buffer size at an early timing (without waiting for RLC Acks) can be useful to solve the following issue mentioned in [2].
“With DDDS feedback using Acked PDCP PDUs, it could take time until the first flow control packet is received. This may lead to sub-optimal flow control at the start of data transmissions.”
However, sending of the DDDS to indicate the desired buffer size at an early timing may be still sub-optimal without some information related to the Uu rate.
In this contribution, the usage of desired buffer size is addressed and a corresponding text proposal is provided.
2	Discussion
With a single leg, just running out of buffer needs to be considered but for EN-DC, how to split the data between two nodes properly needs to be considered.
Figure 1 shows the case how to slit data between two nodes at the start of data transmission.
Note that following figures shows SCG split bearer case but same issue would be occurred to MCG split bearer.
[image: ]
Figure 1 how to split data to two nodes.

Since the node hosting PDCP (gNB in the case of Figure 1) will transfer data to the corresponding node (eNB in the case of Figure 1), setting of the desired buffer size value is important to fully utilize radio legs of both nodes. Figure 2 shows the cases where inappropriate setting of the desired buffer size value results in under-utilization of one of the radio legs. This is shown in Figure 2, where the followings are assumed for illustration: (1) the total data size is 50MB; (2) the node hosting PDCP is gNB with Uu rate of 400Mbps; and (3) the corresponding node is eNB with Uu rate of 100Mbps.
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Figure 2 shortage of the transmission buffer

In the example of a) in Figure 2, the desired buffer size value reported by eNB is too small and shortage of the LTE transmission buffer occurs at the eNB. Conversely, in the example of b) in Figure 2, the desired buffer size value reported by eNB is too large and shortage of the NR transmission buffer occurs at the gNB. In both examples a) and b), there results a time where only one of the radio legs performs data transmission while the other radio stops data transmission due to transmission buffer shortage. The total time to transfer the 50MB data is 980ms and 2000ms for the examples of a) and b), respectively.
Observation1: Appropriate setting of the desired buffer size value in DDDS is required to avoid transmission buffer shortage and to fully utilize both radio legs.
The optimal way to split data between the node hosting PDCP and the corresponding node is to split the data according to the ratio of the Uu data rates of the two nodes, as illustrated in Figure 3.
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Figure 3 Split of the data where both radio legs are fully utilized
In the example of Figure 3, both radio legs are fully utilized to transfer the 50MB data. The total time to transfer the 50MB is 800ms.
Observation2: It is preferable for the node hosting PDCP to split data between the node hosting PDCP and the corresponding node according to the ratio of the Uu data rates of the two nodes in order to avoid transmission buffer shortage and to fully utilize both radio legs.
Then, the question is how the node hosting PDCP can derive the Uu data rate of the corresponding node from the desired buffer size reported in DDDS. One possible implementation to achieve this is as follows:
The node hosting PDCP and the corresponding node jointly associates some time period for the desired buffer size, where the quotient of the desired buffer size and the associated time period is reflective of the Uu rate of the corresponding node. This is illustrated in Figure 4.
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Figure 4 how to split the data where both radio legs are fully utilized

[bookmark: _GoBack]Observation3: In an implementation, the node hosting PDCP and the corresponding node may jointly associate some time period for the desired buffer size reported in DDDS so that the node hosting PDCP can derive the Uu data rate of the corresponding node (and to split data between the node hosting PDCP and the corresponding node according to the ratio of the Uu data rates of the two nodes).

Proposal: To agree on a text proposal which refers to the possible implementation stated in Observation 3.

3	Summary
In response to the following discussed in [1], 
“We see the need to send the first DDDS early than the first RLC Acked to indicate to the node hosting the PDCP entity the desired buffer size”
this contribution addressed the usage of desired buffer size, and made the following observations and proposal:
Observation1: Appropriate setting of the desired buffer size value in DDDS is required to avoid transmission buffer shortage and to fully utilize both radio legs.
Observation2: It is preferable for the node hosting PDCP to split data between the node hosting PDCP and the corresponding node according to the ratio of the Uu data rates of the two nodes in order to avoid transmission buffer shortage and to fully utilize both radio legs.
Observation3: In an implementation, the node hosting PDCP and the corresponding node may jointly associate some time period for the desired buffer size reported in DDDS so that the node hosting PDCP can derive the Uu data rate of the corresponding node (and to split data between the node hosting PDCP and the corresponding node according to the ratio of the Uu data rates of the two nodes).

Proposal: To agree on a text proposal which refers to the possible implementation stated in Observation 3.

Corresponding TP for BL CR of TSTS36.425 [4] is attached in annex.
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[bookmark: _Toc455136365]5.4.2	Downlink Data Delivery Status
[bookmark: _Toc455136366]5.4.2.1	Successful operation
Editor’s Note: Changes to this section are FFS.
The purpose of the Downlink Data Delivery Status procedure is to provide feedback from the corresponding node to the node hosting PDCP to allow the node hosting PDCP to control the downlink user data flow via the corresponding node for the respective E-RAB. The corresponding node may also transfer uplink user data for the concerned E-RAB to the node hosting PDCP together with a DL DATA DELIVERY STATUS frame within the same GTP-U PDU.
The Downlink Data Delivery Status procedure is also used to provide feedback from the corresponding node to the node hosting PDCP to allow the node hosting PDCP to control the successful delivery of DL control data to the corresponding node.
When the corresponding node decides to trigger the Feedback for Downlink Data Delivery procedure it shall report:
a)	the highest PDCP PDU sequence number successfully delivered in sequence to the UE among those PDCP PDUs received from the MeNB;
b)	the desired buffer size in bytes for the concerned E-RAB;
c)	the minimum desired buffer size in bytes for the UE;
d)	the X2-U packets that were declared as being "lost" by the corresponding node and have not yet been reported to the node hosting PDCP within the DL DATA DELIVERY STATUS frame.
NOTE:	If an E-UTRAN deployment has decided not to use the Transfer of Downlink User Data procedure, d) above is not applicable.
The DL DATA DELIVERY STATUS frame shall also include an indication whether the frame is the last DL status report received in the course of releasing a bearer from the corresponding node. When receiving such indication, if applicable, the node hosting PDCP considers that no more UL data is to be expected from the corresponding node.
The node hosting PDCP, when receiving the DL DATA DELIVERY STATUS frame:
-	regards the desired buffer size under b) and c) above as the amount of data desired from the corresponding node being declared
-	from the PDCP sequence number reported under a) above within the same frame, as well as from the most recently reported PDCP sequence number(s) of all other E-RABs established for the UE;
-	as the momentary desired buffer sizes, independent of buffer sizes indicated in the past.
NOTE:	In some implementation, the node hosting PDCP and the corresponding node may jointly associate some time period for the desired buffer size, where the quotient of the desired buffer size and the associated time period is reflective of the Uu rate of the corresponding node. 
-	is allowed to remove the buffered PDCP PDUs according to the feedback of successfully delivered PDCP PDUs;
-	decides upon the actions necessary to take for PDCP PDUs reported other than successfully delivered.
After being reported to the node hosting PDCP, the corresponding node removes the respective PDCP sequence numbers.


Figure 5.4.2.1-1: Successful Downlink Data Delivery Status

-----Unchanged sections are omitted---
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