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Introduction
At the previous RAN3 meeting the TNL solution to support a disaggregated (CU-DU) gNB deployment was discussed further. The possibility of allowing multiple SCTP associations over the F1-C to improve resiliency and enable scalability received some support, but was not concluded.
In this contribution, we re-iterate the importance for the standard to enable scalable and robust implementations, considering the overall motivation of disaggregating gNB deployments to realize centralized and/or virtualized radio access networks.
We further outline a solution for the TNL of the F1-C interface, which meets the resiliency and scalability expectations the industry has on 5G systems.
[bookmark: _Toc491772836]Discussion 
Need for Robustness and Flexibility 
The disaggregated 3GPP gNB architecture builds upon a one-to-many relationship between CU-CP and DUs, thus inevitably creating potentially ‘weak’ points at the interface terminations for the cases where the logical entities CU-CP and DU are implemented by multiple instances, as shown in Fig. 1 below.
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Fig. 1: Potentially weak points when implementing the F1-C logical model
In fact, in concrete deployments, as we have argued in [1], one logical CU-CP may be composed of multiple CU-CP processing instances, for example there could be one primary CU-CP processing instance and one (or more) backup CU-CP processing instances (see example in Fig. 2), in case the multiple network elements constituting the logical CU-CP are used to realize a hot standby.
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Fig. 2: Example of resilient CP connectivity implementation.
This is a possible approach used today for resiliency in cloud environments and provides protection against hardware and software as well as local site (or data center) failures. It is more efficient with respect to pooling solutions as it offers geo-redundancy, i.e., the different CU-CP instances could be in different geographical areas. The geo-redundancy minimizes the risk that a failure or disaster (e.g., earthquake) could affect the operation of all the CU-CP instances that belong to the same logical CU-CP.
Similarly, the DU logical model may correspond in real implementations to multiple processing parts and instances implying the same scalability requirements are applicable
It is of course also, and simply, in line with the 5G centralization and virtualization paradigm that scale-out/scale-in capabilities of the CU-CP should not be hampered by a too rigid TNL solution, that is the chosen TNL solution in the standard should support flexibility and robustness in implementations, while being sufficiently specific to enable inter-operability between interface peers.
There is also another benefit in allowing multiple SCTP associations between DU and (logical) CU-CP. It would allow to use different SCTP associations for different types of traffic. For example, it would allow to use separate SCTP associations for (1) F1 common procedures and (2) F1 UE-dedicated procedures. This would allow to have a better overall scalability because each traffic type scales differently (e.g., based on the number of UEs). In this context, a similar approach as the one proposed for the NG-C interface can be considered.
In few words, TNL should be an enabler and not a bottleneck.
Observation 1	A logical CU-CP can be realized by multiple CU-CP processing parts and instances. It could for example employ a backup executing on a different physical site prepared with an already established TNL connection. This approach offers resilience against SW, HW and local site failures.
Observation 2   	A logical DU can also be realized by multiple DU processing parts and instances, so such an implementation approach should not be hampered by rigid and not forward-looking solutions in the specifications.
Observation 3   	Multiple SCTP associations between DU and (logical) CU-CP would allow to use different SCTP associations for traffic with different scaling requirements.
Observation 4	The TNL solution chosen for F1-C should support flexibility, scalability and robustness, while at the same time being specific enough to ensure inter-operability between interface peers.
Proposal 1	For resiliency and scalability and to support the general expectations the industry has on 5G systems, the standard should allow to establish multiple SCTP associations between a DU and a (logical) CU (CU-CP).


A Possible Way Forward
The F1-C interface is used to interconnect the DU to the logical CU-CP. In TS 38.472 [4] the standard for signalling transport to be used across the F1-C interface is specified. It is already agreed that the F1-C interface employs the SCTP transport protocol (additional protocols are FFS). 
To allow a logical DU to connect to more than one CU-CP instance constituting one logical CU-CP (for example primary and backup as described above), the standard should allow the possibility of establishing failover signalling transport network layer (TNL) associations between a DU and a logical CU-CP. This may imply that a DU is able to switch over to the backup CU in case of failure at the primary CU, e.g., by providing back-up IP end-point addresses as probably keeping a hot-stand-by TNL (SCTP) association in evidence throughout the operation via the primary CU.
Moreover, it should be allowed to allocate different associations signalling having different characteristics, for example common and dedicated. It would be also good to single out common signalling which is related to establishment of UE connections (for example Initial UE Message and similar signalling) from the rest of the common signalling, and to allow dedicated signalling to be supported by multiple associations as the traffic would scale with the number of UE contexts (unlike common signalling).
Considering that also the logical DU may be implemented in an internally disaggregated fashion, it would be also beneficial to allow the DU to request a new association for ‘UE Common’ signalling.
To summarize, we suggest the following principles:
Proposal 2   	It is proposed to allow one primary SCTP association for F1-C common procedures (F1 Setup, Reset, SI/Cell Information Exchanges, and similar), with the possibility of fail-over to a new primary association to enable robustness.
Proposal 3   	It is proposed to allow one or more SCTP associations for UE related F1AP procedures using non-UE associated signalling (e.g. Initial UL RRC Message Transfer, Paging).
Proposal 4   	It is proposed to allow one or more SCTP associations for F1AP procedures using UE associated signalling (e.g. UE context/bearer handling and similar).
Proposal 5   	For Class 1 UE-associated procedures, it is proposed to allow the DU to indicate it intends to use a different association than chosen by the CU, e.g. by allowing it to answer a UE Context Setup Request on a different association. The CU shall subsequently use that association for all signalling related to that UE Context.
Proposal 6   	It is proposed for the interface peers to exchange SCTP connectivity information during F1 Setup and F1 Configuration Update.
Proposal 7   	It is proposed that RAN3 agrees to the proposals in the annex to this contribution and to the ones proposed in [4].
Conclusion
In this contribution, we discussed scenarios and benefits of allowing multiple SCTP associations as the TNL solution for F1-C
We made the following observations:
Observation 1	A logical CU-CP can be realized by multiple CU-CP processing parts and instances. It could for example employ a backup executing on a different physical site prepared with an already established TNL connection. This approach offers resilience against SW, HW and local site failures.
Observation 2   	A logical DU can also be realized by multiple DU processing parts and instances, so such an implementation approach should not be hampered by rigid and not forward-looking solutions in the specifications.
Observation 3   	Multiple SCTP associations between DU and (logical) CU-CP would allow to use different SCTP associations for traffic with different scaling requirements.
Observation 4	The TNL solution chosen for F1-C should support flexibility, scalability and robustness, while at the same time being specific enough to ensure inter-operability between interface peers.

And conclude with the following proposals:
Proposal 1	For resiliency and scalability and to support the general expectations the industry has on 5G systems, the standard should allow to establish multiple SCTP associations between a DU and a (logical) CU (CU-CP).
Proposal 2   	It is proposed to allow one primary SCTP association for F1-C common procedures (F1 Setup, Reset, SI/Cell Information Exchanges, and similar), with the possibility of fail-over to a new primary association to enable robustness.
Proposal 3   	It is proposed to allow one or more SCTP associations for UE related F1AP procedures using non-UE associated signalling (e.g. Initial UL RRC Message Transfer, Paging).
Proposal 4   	It is proposed to allow one or more SCTP associations for F1AP procedures using UE associated signalling (e.g. UE context/bearer handling and similar).
Proposal 5   	For Class 1 UE-associated procedures, it is proposed to allow the DU to indicate it intends to use a different association than chosen by the CU, e.g. by allowing it to answer a UE Context Setup Request on a different association. The CU shall subsequently use that association for all signalling related to that UE Context.
Proposal 6   	It is proposed for the interface peers to exchange SCTP connectivity information during F1 Setup and F1 Configuration Update.
Proposal 7   	It is proposed that RAN3 agrees to the proposals in the annex to this contribution and to the ones proposed in [4].
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Annex 1: TP for 38.472
[bookmark: _Toc296692904][bookmark: _Toc480193905]Start of Text Proposal for TS 38.472
7	Transport Layer
SCTP (IETF RFC 4960 [5]) shall be supported as the transport layer of F1-c signalling bearer. The Payload Protocol Identifier assigned by IANA to be used by SCTP for the application layer protocol F1AP is 62.
SCTP refers to the Stream Control Transmission Protocol developed by the Sigtran working group of the IETF for the purpose of transporting various signalling protocols over IP network.
The SCTP Destination Port number value assigned by IANA to be used for F1AP is 38472.
There shall be at leastonly one SCTP association established between one gNB-CU and gNB-DU pair..
Editor’s note: It is FFS if multiple SCTP associations between gNB-CU and gNB-DU should be allowed.
The gNB-DU shall establish anthe  SCTP association. 
The SCTP Destination Port number value assigned by IANA to be used for F1AP is 38472.
Within the set of SCTP associations established between one gNB-CU and gNB-DU pair:
-	a single SCTP association shall be used for the sole use of F1AP elementary procedures that utilize F1AP signalling not related to a UE, utilising a single pair of stream identifiers. This SCTP association is denoted as the “primary” SCTP association.
-	any SCTP association may be used for signalling not related to F1-c control. The interface peers should balance the signalling load among the available SCTP associations.
For UE-associated signalling, the gNB-DU may use a different association than chosen by the gNB-CU at establishment of an UE-associated signalling connection. The gNB-CU shall subsequently use that SCTP association for all signalling related to the concerned UE Context. 
Note: whether a request to re-arrange the SCTP association can be done in other ways is FFS
Within anthe SCTP association established between one gNB-CU gNB-DU pair:
-	a single pair of stream identifiers shall be reserved for the sole use of UE-relatedF1AP elementary procedures that utilize non UE-associated signalling like Paging and Initial UL RRC Message Transfer..
-	At least one pair of stream identifiers shall be reserved for the sole use of F1AP elementary procedures that utilize UE-associated signallings. However, a few pairs (i.e. more than one) should be reserved.
-	A single UE-associated signalling shall use one SCTP stream and the stream should not be changed during the communication of the UE-associated signalling.
Transport network redundancy may be achieved by SCTP multi-homing between two end-points, of which one or both is assigned with multiple IP addresses. SCTP end-points shall support a multi-homed remote SCTP end-point. For SCTP endpoint redundancy an INIT may be sent from gNB-CU or gNB-DU, at any time for an already established SCTP association, which shall be handled as defined in IETF RFC 4960 [5] in sub clause 5.2.
The SCTP congestion control may, using an implementation specific mechanism, initiate higher layer protocols to reduce the signalling traffic at the source and prioritise certain messages.
End of Text Proposal for TS 38.472
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