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Introduction
At the last SA2 meeting the solutions for handling active mobility between 5G-RAN nodes not supporting the same slices was discussed. The outcome was captured in in the LS R3-172096.
The solution adopted in SA2 has limited impacts on RAN.
· The RAN node need to exchange supported slice information between each other over Xn (this was already agreed at the last RAN3 meeting with text proposal to 38.423)
· Handover is triggered using normal criteria, in case the target cell/node support all the slices that the UE is connected to Xn handover may be used.
· If the target cell/node does not support all the slices the source RAN node execute an NG handover instead. 
At the last RAN3 meeting this topic was discussed but no conclusion was reached. Some concern was raised in R3-172486 related to the fact that the target node anyway will perform admission control and can also reject resources request due to congestion. 
This contribution addresses these concerns. A text proposal is made to 38.300. 

Discussion
The solution discussed in SA2 addresses the case when there is different slice support in different registration areas e.g. due to the use of local slices available only in a limited geographical area. It is assumed such differences are rather static and the result network configuration. It is not due to dynamic availability of slice resources. 
Differences between slice availability in different registration areas are most likely rather static and the result network configuration
Most likely most users are not affected by these variations of slice availability since they are only connected to slices which is available everywhere in the whole of the operator network. Only those users connected to the local slice will be affected. Under this assumption, the network will still be able to use Xn mobility for the majority of UEs that move between different registration areas with different slice support. For a few UEs it is required to use NG mobility. The impact on the RAN for supporting this feature is minimal, i.e. the source node will know the slices supported in the target node, and a simple check is needed if NG mobility should be used or not depending on the slices currently used in the UE. 

Supporting this feature has minimal impact on the RAN, and will most likely not lead to any significant increase of signalling since it will most likely only be applied for a limited set of UEs. 

In the discussion, it was brought up that there could also be scenarios where the target node does support some slice, by does not have resources during an incoming handover to setup resources for one or more PDU association associated with that slice. It is assumed in this case that the target node would just admit those PDU session resource request it can support and inform the CN in the Path Switch which requests it has admitted. 
Since this scenario also need to be supported using Xn handover it could be argued that Xn handover could also be used to support the case when the target node does not support a slice at all. The difference between this cases though is that in case the target does not support a slice this resource request would always fail, while in the other case the request would only fail at (rare) times of congestions.
Given that the scope of these cases is slightly different it is still proposed to adopt the SA2 solution for the case of different slice availability in this release of the standard since that solution may be more future proof if later releases of the standard introduces support slice re-mapping during NG handover in the 5GC.
Relying on NG handover in case the target node does not support the slices currently used by the UE is more future proof since it allows the 5GC to perform re-mapping or other actions prior to UE entering the target node.

Conclusion
It is proposed to adopt the SA2 solution and agreed to the text proposal below. 
RAN3 is kindly asked to agree with the TP in Annex I,

Annex I: Text Proposal for TS 38.300
[bookmark: _Toc296692904][bookmark: _Toc480193905]Start of Text Proposal for TS 38.300
[bookmark: _Toc484698875]17.3.1	General Principles and Requirements
In this sub clause, the general principles and requirements related to the realization of network slicing in the NG-RAN are given.
Support of Network Slicing relies on the principle that traffic for different slices is handled by different PDU sessions. Network can realise the different network slices by scheduling and also by providing different L1/L2 configurations. UE should be able to provide assistance information for network slice selection in RRC message, if it has been provided by NAS.
NOTE 1:	It is FFS whether it is possible to provide different PRACH, access barring and congestion control information for different slices.
NOTE 2:	The above agreements and FFS are also applicable for E-UTRA connected to 5GC. 
Network Slicing is a concept to allow differentiated treatment depending on each customer requirements. With slicing, it is possible for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with each having different service requirements that govern in terms of what slice types each tenant is eligible to use based on Service Level Agreement (SLA) and subscriptions. 
NSSAI (Network Slice Selection Assistance Information) includes one or more S-NSSAIs (Single NSSAI). Each network slice is uniquely identified by a S-NSSAI, as defined in TS 23.501 [3]. 
The following key principles apply for support of Network Slicing in NG-RAN:
RAN awareness of slices
-	NG-RAN supports a differentiated handling of traffic for different network slices which have been pre-configured. How NG-RAN supports the slice enabling in terms of NG-RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
Selection of RAN part of the network slice
-	NG-RAN supports the selection of the RAN part of the network slice, by assistance information provided by the UE or the 5GC which unambiguously identifies one or more of the pre-configured network slices in the PLMN. 
Resource management between slices
-	NG-RAN supports policy enforcement between slices as per service level agreements. It should be possible for a single NG-RAN node to support multiple slices. The NG-RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.
Support of QoS
-	NG-RAN supports QoS differentiation within a slice.
RAN selection of CN entity
-	For initial attach, the UE may provide assistance information to support the selection of an AMF. If available, NG-RAN uses this information for routing the initial NAS to an AMF. If the NG-RAN is unable to select an AMF using this information or the UE does not provide any such information the NG-RAN sends the NAS signalling to a default AMF. 
-	For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the 5GC, to enable the NG-RAN to route the NAS message to the appropriate AMF as long as the Temp ID is valid (NG-RAN is aware of and can reach the AMF which is associated with the Temp ID). Otherwise, the methods for initial attach applies.
Resource isolation between slices
-	the NG-RAN supports resource isolation between slices. NG-RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate NG-RAN resources to a certain slice. How NG-RAN supports resource isolation is implementation dependent.
Slice Availability
-	Some slices may be available only in part of the network. The NG-RAN nodes exchanges information about supported or not supported slices as part of Xn signalling. During mobility in connected mode the NG-RAN node may use Xn based handover only if all the slices that the UE is connected to is supported in the target cell. In case not all slices are available in the target cell the source NG-RAN node should use NG based handover. Awareness in the NG-RAN of the slices supported in the cells of its neighbours may be beneficial for inter-frequency mobility in connected mode. It is assumed that the slice configuration does not change within the UE’s registration area.
-	The NG-RAN and the 5GC are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices.
Support for UE associating with multiple network slices simultaneously
-	In case a UE is associated with multiple slices simultaneously, only one signalling connection is maintained.
Granularity of slice awareness
-	Slice awareness in NG-RAN is introduced at PDU session level, by indicating the S-NSSAI corresponding to the PDU Session, in all signalling containing PDU session resource information.
Validation of the UE rights to access a network slice 
-	It is the responsibility of the 5GC to validate that the UE has the rights to access a network slice.  Prior to receiving the Initial Context Setup Request message, the NG-RAN may be allowed to apply some provisional/local policies, based on awareness of which slice the UE is requesting access to. During the initial context setup, the NG-RAN is informed for all network slices for which resources are being requested.
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