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1. Introduction
As was discussed at RAN3#95bis and RAN3#96, the ANR flow from release 8 does not apply directly to option 3 deployments, particularly in relation to TNL address discovery / X2 Setup. 

TNL address discovery via OAM or DNS are both in principle feasible. For RAN-signalling based schemes, the general conclusion so far is that an intermediate logical node is required to either provide the TNL address of, or the connectivity to, the new RAN node. However, unlike the legacy case, this intermediate logical node cannot be an MME.
One of the proposals at RAN3#96 [1] was to apply the X2 Gateway concept, which is already supported in X2. This paper analyses further this option. 

2. Support for TNL address discovery
We initially recap some of the general considerations previously made.

Already in [1], the question was asked regarding whether ANR is necessary for option 3 deployments, since they are likely to be planned (by definition, there needs to be an overlaying LTE cell throughout the NR coverage). Operator feedback would be useful in this respect. Hence,
Observation 1: Operator input would be useful regarding the need for ANR in option 3.

Then, one of the expectations in option 3 is that the impact is mostly on the RAN, i.e. enhancements that impact the MME should only be considered if necessary. In this case and given the above, we propose to have a design goal not to impact the MME.

Proposal 1: As a design goal, the ANR solution for TNL address discovery should have reduced or no impact on the MME.
When we consider the available options [1], we can conclude that both OAM and DNS are feasible, even if some details (e.g. FQDN) would still need to be settled.
Then in LTE we have an additional scheme based on S1 signalling. The main question is whether it is possible to design something similar for option 3. All such schemes considered so far (e.g. those in [1] and others) rely on a third node or entity to provide either 
(1) indirect communication (i.e. the X2 GW), or 
(2) an indirect path for TNL address exchange between the peer nodes (somewhat like the legacy solution), or 
(3) a TNL address repository. 

Although the X2 Gateway solution is the only one that is off-the-shelf in terms of signalling, it forces all CP traffic via an indirect connection, which creates a single point of failure. Robustness can be improved if Gateways were configured for medium-small areas, reducing the possibility of taking down many X2 connections; but this requires further configuration effort, and introduces area boundary issues.

However, it is possible to extend the solution to optionally support TNL address discovery i.e. support both (1) and (2) above (and in doing so, reduce configuration effort since GWs can be provisioned for large areas). The next section describes how this could work.
3. Option 3 ANR using the X2 Gateway

3.1
Initial detection

The initial step for X2 setup is common to most schemes, i.e.
· A new cell is reported by the UE, and the serving cell requests the UE to provide further SIB details e.g. cell ID, TA.

Note that in principle the serving cell can be operating NR or LTE. What happens next however depends on the CN connectivity of the node hosting the serving cell and/or the node hosting the detected cell. 
Consider the case of an LTE serving cell detecting a NR cell. If the serving LTE node has 5G-CN connectivity, and the same applies to the NR node, then it can be assumed that a legacy approach (via the 5G-CN) would be possible, and Xn can be setup. Then in case of inter-system, it is not clear whether a horizontal interface is needed, and this is FFS. However, in the case of option 3 for sure the inter-CN case is not possible. The initiating node needs to know this.

Similarly, in case of an NR serving cell, the NR node needs to know whether the detected LTE cell has connectivity to the EPS only. In fact, this impacts even the type of interface that may be setup.
The general conclusion is that there should be SIB information on CN connectivity (which may anyway be required for UE idle mode behaviour), and this should also be reported back to the serving cell as part of extended UE reports.
Observation 2: Irrespective of methodology for setting up X2/Xn interfaces, it seems useful to have an indication of the CN connectivity of the node hosting the detected cell.

3.2
X2 Gateway Setup and Topology
As per current TS 36.423, the interested nodes can register with a X2 GW. For this to happen, the nodes would need to be configured with the address of the GW. This is however a static address that does not change with e.g. deployment of new NR nodes.
Several options are possible in terms of topology e.g. hosting the GW collocated with an eNB, or an MME. The latter is probably the simplest case, and for example a GW could be provisioned in each MME pool. The NR node would be configured with the same TNL address information. In case of overlapping pool areas, the nodes would need to register with multiple GWs, and might need to attempt connection via each configured GW.
Alternatively, a GW could cover larger areas (e.g. several pool areas), simplifying the process of configuration at the RAN nodes. Of course, the traffic routed via the GWs would also scale up. 
Observation 3: There is a trade-off between traffic volume handled by the GW, and ease of configuration.

3.3
X2 setup and TNL address discovery

As described in [1], once the new cell is discovered (and assuming pre-registration), the GW is used to transport end-to-end X2 AP messages between the two nodes using the X2AP Message Transfer procedure, i.e., there is no explicit TNL address discovery.
But this scheme can be easily enhanced to support also TNL address discovery for a direct X2 connection. Since the indirect X2 connection is carrying normal X2 messages (and the GW itself is memoryless apart from the routing information), it would be natural to use the X2 Removal procedure to perform a switch to a direct connection. To achieve this, all that is required is that the messages in the X2 Removal procedure carry also the TNL addresses to be used for direct communication.

This has several advantages

· Optionally allows indirect communication to be used for TNL address discovery (i.e. use of the X2 GW could be temporary)

· Reduces considerably the signalling traffic to be handled by the GW
· Supports use of a large area GW which only routes transient initial traffic for each X2
· Enables the two nodes to exchange configuration data indirectly, which can also be used to decide whether maintaining an X2 is desirable. 

The resulting flow is shown below – noting that the system could operate either as shown or simply by operating an indirect X2 from step 4 onwards.
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Fig.1
TNL address discovery using X2 Gateway

Hence,

Observation 4: The trade-off between traffic volume and ease of configuration is solved by allowing the X2 GW to be used for address discovery.
Observation 5: The key enabler is to add the functionality for exchanging TNL addresses when performing X2 removal: in the general case this can be used to switch to a new endpoint, and in this case, it can be used to switch between indirect and direct connections.

Proposal 2: RAN3 to add the TNL address exchange functionality to the X2 Removal procedure.
Draft stage 2 and stage 3 CRs are provided to show the possible impact of this functionality in specifications [2,3]
4. Conclusions
Observation 1: Operator input would be useful regarding the need for ANR in option 3.

Proposal 1: As a design goal, the ANR solution should have reduced or no impact on the MME.
Observation 2: Irrespective of methodology for setting up X* interfaces, it seems useful to have an indication of the CN connectivity of the node hosting the detected cell.

Observation 3: There is a trade-off between traffic volume handled by the GW, and ease of configuration.
Observation 4: The trade-off between traffic volume and ease of configuration is solved by allowing the X2 GW to be used for address discovery.

Observation 5: The key enabler for TNL address discovery is to add the functionality for exchanging TNL addresses when performing X2 removal: in the general case this can be used to switch to a new endpoint, and in this case, it can be used to switch between indirect and direct connections.

Proposal 2: RAN3 to add the TNL address exchange functionality to the X2 Removal procedure.
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