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Introduction
Within the E-UTRAN, radio interface activity/inactivity influences the release of the RRC connection. In this contribution we provide a discussion on the topic of User Plane and NAS Signalling inactivity and “re-activity” detection. The aim is to provide a future proof solution for all Dual Connectivity options including Option 3X architecture. 
User Plane Inactivity in Option 3/3X Architecture  
In order to efficiently use network resources such as RRC Signalling; to conserve UE Battery Power; to properly configure Connected mode DRX setting; and to align core network time-based charging with GBR usage; it is necessary to be able to detect inactivity (and “re-activity”) on the signalling and user planes accurately.  
The Option 3X Architecture is illustrated in the following Figure 1. In this configuration, the S1-MME is terminated at the eNB and control signalling is provided from the eNodeB to the NR Node.  For the EPS bearers that the Master eNB decides should use Option 3X, their GTP-U tunnels from the S-GW terminate on the secondary cell. 
Note: 	as agreed for Release 12 Dual Connectivity and further clarified in the agreed S2-174762 “on a per EPS bearer basis the E-UTRAN decides whether to use an MCG bearer or SCG bearer, and, whether or not that bearer is a “split bearer”.”
Each EPS bearer’s PDCP-U entity in the NR Node splits the user plane traffic between the eNodeB and NR Node according to the Master Cell’s instructions and the flow control responses. It is possible for the Master Cell to command that 100% of the traffic for an EPS bearer is delivered over NR (even in the case that the RRC Reconfiguration Command sent to the UE indicates that the bearer will be split across both RATs). Hence, for EPS bearers that use the architecture option 3X (and those that use option 3A), the Master eNodeB may have no visibility of activity or inactivity on that EPS bearer.
[image: ]
[bookmark: _Ref488651191]Figure 1 One EPS bearer using the Option 3X Architecture
[bookmark: _GoBack]Maintaining the existing stability and reliability of VoLTE and other IMS services during the launch of NR is expected to be very important. This can be done by using Option 3 non-split Master Cell Group bearers for the VoLTE bearer and IMS signalling bearers. Typically this can result in one UE using a mix of option 3 and option 3X bearers. This alternative scenario is illustrated in the following Figure 2.
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[bookmark: _Ref488677588]Figure 2 Typical mixed architecture: Option 3 Architecture “Master Cell Group Non-split” EPS bearers for VoLTE voice and IMS signalling, and Option 3X Architecture Secondary Cell Group Split EPS bearers for internet traffic
The Figure 2 illustrates that the VoLTE bearer is terminated at a PDCP-U functional block within the Master eNodeB.   
By analysing this typical mixed 3/3X Architecture and the open interfaces, it can be observed that one robust method of detecting inactivity on the LTE and NR Node would be to monitor the User Plane traffic in Downlink and Uplink Directions at each EPS bearer’s separate PDCP-U entity and to also monitor Control Plane’s PDCP-C entity(s) Uplink and Downlink activity. See Figure 3  and Figure 4 below:
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[bookmark: _Ref488651420]Figure 3 Signalling and User Data flow monitoring across PDCP-C and PDCP-U interfaces of an Option 3X Architecture 
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[bookmark: _Ref489453623]Figure 4 Signalling and User Data flow monitoring across PDCP-C and PDCP-U interfaces of an Option 3 Architecture with MCG Split bearers

Future Proofing
One flexibility that per bearer PDCP monitoring offers is that it will be able to cater for a variety of services that will use “CUs” deployed in different data centres and Points of Presences (PoP). For instance, the Distributed Units can be connected to VoLTE CUs at a PSTN interconnection point that is many miles from the Internet CU that is collocated with an Internet Service PoP and both are many miles away from the DU site, while a local S/P GW User Plane Unit is near to the DU site for ultra-low latency (URLLC) applications. See Figure 5.
Note: 	although the EPC mandates only one SGW per UE, the Release 14 CUPS work item (Control and User Plane Split of SGW, PGW and TDF) permits one SGW-Controller to have independent, separately located SGW-User Plane Units per APN. This concept is used Figure 5.
[image: ] 
[bookmark: _Ref489460537]Figure 5 Future-proofed architecture: UE is connected to local and diverse remote user plane gateways 
From the above Figure 5, it becomes apparent that per-PDCP entity inactivity detection will be required in the future (and also in the Stand-Alone/5G Core based system).
Proposed Solution 
The proposed solution for the inactivity/activity detection consists of independently monitoring all of the UE’s PDCP entities and only triggering a RRC Release when all of them are inactive. The solution is illustrated for both 3X and 3 Architecture options and the typical combination of 3/3X. See  Figure 6, Figure 7 and Figure 8.
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[bookmark: _Ref488651878]Figure 6 Control signalling and User data traffic are monitored  across PDCP interface of an Option 3X Architecture
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[bookmark: _Ref489455976]Figure 7 Control signalling and User data traffic are monitored  across PDCP interface of an Option 3 Architecture

[image: ]
[bookmark: _Ref489458515]Figure 8 Control signalling and User data traffic are monitored  across PDCP interface of a Mixed Option 3 and 3X Architecture (e.g. where IMS and VoLTE bearers are terminated in the Master eNodeB)
Note that as NR is expected to be higher capacity and faster than LTE, and that non-NR/LTE-only devices are likely to be loading the LTE resources, a common configuration will be that the PDCP entities are pushing 100% of traffic onto the NR secondary cell. Hence attempting to monitor user activity/inactivity at the RLC/MAC layer in the Master Cell Group is not an appropriate solution.
The monitoring method proposed consists of:
· At bearer establishment, an inactivity timer, tinactive, is assigned to that bearer. The timer values are allocated according to that bearer’s inactivity requirements (e.g. VoLTE = 4 s; internet = 45 seconds; MC-PTT = 600 seconds) 
· Monitoring Data Bearers, DRB1-DRB8, for downlink and uplink traffic
· Monitoring Signalling Bearers, SRB1 and SRB2 for downlink and uplink signalling such as SMS and NAS signalling (but excluding activity from RRC maintenance signalling such as Measurement Reports)
· When any PDCP entity in the Secondary Cell Group detects ‘inactivity’ on its EPS bearer it promptly reports that fact to the Master Cell Group. As activity on other SCG bearers (split or non-split) or Master Cell Group bearers or SRBs may be ongoing and the MCG need not release the RRC connection, the SCG then monitors that EPS bearer for any new activity. If new activity is detected on an Inactive EPS bearer, the SCG promptly reports the new activity to the MCG (and restarts that bearer’s inactivity timer).
· The Master eNodeB uses an AND function to combine the “inactivity/activity” states of all the UE’s EPS bearers and SRBs
· The RRC connection is released “due to inactivity” only when the state of all of the UE’s signalling and data bearers are “inactive”. 
The Figure 9 below illustrates the proposed solution for Option 3X in a form of a state diagram:
[image: ]
[bookmark: _Ref489012947]Figure 9 Inactivity state diagrams of an Option 3X Architecture
Similarly, for the alternative deployment architecture, where the VoLTE and IMS data bearers are routed through the Master eNodeB, the inactivity state diagram is shown in the following Figure 10.
[image: ]
[bookmark: _Ref488679895]Figure 10 Inactivity timers state diagram of an alternative mixed Option 3/3X Architecture scenario
Both figures Figure 9 and Figure 10 illustrate that following inactivity timer expiry in each PDCP entity in the Secondary cell, an “inactivity alert” is sent over the X2-C interface to the RRM entity which is located in the Master eNodeB. Subsequent activity on that PDCP entity cause an “now active alert” to be sent over the X2-C interface to the RRM entity which is located in the Master eNodeB.
The timers illustrated in the Figure 9 and Figure 10, tinactive,, can be set independently for signalling and different data bearers, according to service requirements.  
From the technical discussions presented the following observations can be drawn:
Observation 1: Different EPS bearer, carrying different traffic and with different QCI, would require different inactivity timers. 
Observation 2: As the Master eNodeB is the controlling element, the RRC release decision should be in the Master eNodeB.
Observation 3: Monitoring the split data bearers at the Master eNodeB alone would not give a true measure of inactivity as the majority (and potentially all) of the data traffic would flow over the NR Node. Therefore, monitoring the DRBs in the PDCP entity would give a more an accurate measure of the user plane (in)activity, 
Observation 4: Mission Critical Services, such as Push to Talk, where long periods of inactivity would be normal, could also benefit from independent DRB monitoring. Inactivity timers can be set such that the Mission Critical Services can remain active for a long period of time. 
Observation 5: The proposed method allows RAN Control Plane software to be common with that for the monitoring of remote PDCP-Us in the Option 2 CU/DU RAN split architecture, thus future proofing the network.  
Conclusions

In this contribution a simple but robust method of monitoring the control signalling and the data flows is presented. Such a mechanism is needed to enable the Option 3X Architecture to work.
The Option 3X Architecture and the separation of PDCP-C and PDCP-U in the eNodeB and NR Nodes, respectively, allows the monitoring of the Control Signalling and User Data bearers at the PDCP-C and PDCP-U layers, respectively. 
From the technical discussions presented the following observations can be drawn:
Observation 1: Different EPS bearer, carrying different traffic and with different QCI, would require different inactivity timers. 
Observation 2: As the Master eNodeB is the controlling element, the RRC release decision should be in the Master eNodeB.
Observation 3: Monitoring the split data bearers at the Master eNodeB alone would not give a true measure of inactivity as the majority (and potentially all) of the data traffic would flow over the NR Node. Therefore, monitoring the DRBs in the PDCP entity would give a more an accurate measure of the user plane (in)activity, 
Observation 4: Mission Critical Services, such as Push to Talk, where long periods of inactivity would be normal, could also benefit from independent DRB monitoring. Inactivity timers can be set such that the Mission Critical Services can remain active for a long period of time. 
Observation 5: The proposed method allows RAN Control Plane software to be common with that for the monitoring of remote PDCP-Us in the Option 2 CU/DU RAN split architecture, thus future proofing the network.  

A timer, tinactive, is proposed to monitor the inactive time of signalling and data bearers, after the control and user plane traffic flows have stopped. The timer can be set independently to different expiry times for each bearer as per service requirements. 
RAN3 is kindly asked to adopt the approach described in this contribution for monitoring the inactivity of the signalling and user data bearers. 
In our view, to accommodate the proposed Inactivity Monitoring method outline in this contribution in the 3GPP Standards, a number of changes would have to be applied to TS 36.300 and/or TS 37.340. These will be discussed in additional contributions.  
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