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1   Introduction
In RAN3#95,the evaluation criteria was agreed. In this paper we evaluate the proposals according to these criteria.
2   Discussion on criteria
The agreed criteria are:

Relevance: Is the solution designed able to completely or partially solve the problem captured in section 5.1 for the corresponding use case? Does the solution enable convergence of the CoMP function on an appropriate time-scale? What information is available to base the decisions on? 
Impacts on eNB: Is the eNB’s complexity going to be impacted and how?

Impacts on network: Are interfaces going to be modified and how? What is the signalling level for the solution?
Impact on configuration: Is the network configuration going to be impacted and how? 

3   Discussion on the solutions
3.1   Solution 1
The first solution consists of two new mechanisms: reporting of X2 information and assignment of CA allocation. In a practical system, the decision on CA allocation is limited to a single node within a geographical area. Hence, it is assumed that in addition to the previous assumption to assign the roles of master/slave from configuration, we also need to assign the role of CA allocation node. 

The nodes assigned the CA allocation role would then need to be connected with an X2 interface at least to all nodes that are potentially to be assigned the role as master. It is envisaged that this node could propagate the assignment further to the nodes assigned as slaves, by reusing the message for explicit Coordination area allocation. The node acting as the CA allocation role would have the information available as reported over X2 from all potential master nodes.

It should also be noted that with the principle of a single coordinator within a certain area, there will still be border areas between cooperation areas since the size of the coordination area will be limited by the processing capability of the coordinating node (including the number of X2 interfaces).
In previous work on eComp, it was decided to leave the definition of roles outside the specification. But if there is role assignment signaled over X2, these roles would have to be included in the X2 signaling. This brakes the previously agreed principle and changes the definition of the X2 interface, which is currently a peer to peer interface and not a master-slave interface.
The solution would be able to quickly re-assign the CA depending on fluctuations on X2 capacity. But one question is whether it is important to react quickly when reassigning the CA since this will require extensive reconfiguration in the system. There is also a risk for ping-pong situations, where the X2 interface to a master becomes congested due to the updated assignment of roles. Although ping pong can be avoided by limiting the allowed change rate (how often the CA is allowed to be reassigned), it seems important not to make too quick decisions when reassigning the CA.
3.2   Solution 2
This solution is built in two steps, where one step is able to react to quick changes in X2 link status, and a second step being able re-allocate the CA. 

This first step of this solution is able to react very quickly to fluctuations in X2 characteristics to reduce any negative impact from eCoMP operation. Any decisions is made on a peer-to-peer level and the eNB can evaluate the outcome by performing e.g. delay measurements before and after every action. 
The second step by the normal OAM periodicity of reporting and configuration. OAM based solutions usually work on timescales of minutes. Given that the re-calculation of a CoMP cluster shall be made only after an hysteresis period that ensures avoiding the ping-pong phenomenon highlighted above, and given that a CoMP cluster changes mainly with movement of UEs towards and away from cell border, a re-adjustment time scale of minutes seems plausible.
OAM will be able to make a centralised decision, taking into account all information in OAM on e.g. typical and future user distribution, TNL dimensioning and topology, etc. This will guarantee a robust assignment of cooperation areas.
Similar to solution 1, there may be border areas, in case the same OAM is not used in the whole network.

4   Evaluation of the solutions

	
	Criterion
	Solution 1
	Solution 2

	Relevance
	Is the solution designed able to completely or partially solve the problem captured in section 5.1 for the corresponding use case? 
	Yes

	Yes


	
	Does the solution enable convergence of the CoMP function on an appropriate time-scale?
	Will be able to quickly reassign CA allocation using information available in the eNB responsible for CA allocation in a certain area. 
Will avoid ping pong effects by restricting the change rate in the coordinating node.
By discarding cells from the CA due to their X2 performance, the CoMP function may not converge (i.e. negative gains may be experienced) due to the presence of interfering UEs in the discarded cells
	Will be able to quickly disable eCoMP if the X2 link causes deteriorated performance due to long delay. This avoids negative CoMP gains
Will be able to reassign CA allocation area on a minute basis using all information available in OAM (e.g. typical user distribution, TNL topology, etc) for a certain area.

	
	What information is available to base the decisions on?
	Information exchanged from participating nodes in the coordinated area.

The area over which decisions are taken is limited by the capability of the coordinating node and the availability of X2 interfaces to all nodes acting as master node.

	Information collected by eNB and information available to OAM  (e.g. typical user distribution, TNL topology, etc). 
The area over which decisions are taken is limited by the area the OAM entity is handling.

	Impacts on eNB:
	Is the eNB’s complexity going to be impacted and how?
	Medium, new functionality needed in the nodes acting as CA allocation node. Requires the measurement of X2 status. 
The nodes performing CA allocation may need to support additional number of X2 interfaces in order to reduce the number of border areas in the network. An increased X2 signalling is experienced
An eNB performing the CA allocationwhich is a new functionality. Whether legacy eNB platforms can support this role is FFS.
	Low, requires the measurement of X2 status and dynamic actions in step1.

	Impacts on network:
	Are interfaces going to be modified and how? 
	Yes, new information exchange for X2 status and CA allocation
Breaks the previous principle of eComp to not capture hierarchical roles for different eNBs (master-slave). Breaks the definition of X2 as a peer to peer interface.

	RAN interfaces do not need to be modified. For management interfaces the decision depends on SA5

	Impact on configuration:
	Is the network configuration going to be impacted and how?
	There is a need to introduce a new configuration of the nodes responsible for CA allocation.
At any point in time a single eNB is performing the CA allocation. This creates a single point of failure case.
	Requires that OAM is able to continuously update the CA.


5   Conclusion and Proposal
We propose to capture the above analysis in the TR.
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