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1
Introduction
Given that NW slice could be deployed in only part of the whole network, it is likely that target node cannot support the same NW slice(s) the UE is in question at the source node. Therefore, the slice supported at the source node may be re-mapped to other slices at the target node. In the last RAN3 meeting, the following key principles regarding slice re-mapping during mobility have been agreed at the last minute of SI [1]
The slices supported at the source node may be mapped, if possible, to other slices at target node. Examples of possible mapping mechanisms that can be studied in normative phase are:
-
Mapping by the CN, when there is naturally a signalling interaction between RAN and CN and performance is thus not impacted;

-
Mapping by the RAN as action following prior negotiation with the CN during UE connection setup;

-
Mapping by the RAN autonomously, when involving the CN would not be a practical solution and if prior configuration of mapping policies took place at RAN;

However, we observe that the description of mobility for slicing in RAN3 TR doesn’t incorporate directly such slice-remapping principles. The intention of this contribution is to further investigate the impacts of slice-remapping on RAN and to derive a general procedure for connected mode mobility in support of slice re-mapping.
2
Discussion
2.1
Limited slice availability and re-mapping
SA2 temporarily assumes that slice configuration should be same within the registration area. However, we observe that when the UE moves at the boundary of one registration area, it is likely that the target node cannot support all the slices the UE is requesting in a different registration area. As illustrated in Figure 1, the UE is associated with slice 1 and 2 at the serving gNB1 while gNB2 is deployed with a different set of slices from gNB1. When HO between two gNBs is triggered, a simple way is to remove the slice 2 at gNB2 by admission control. As a result, the services used by slice 2 have to be stopped and cannot be maintained anymore. However, to think from a different angle, based on the assumption that the handover decision point (e.g., gNB or AMF) is aware of slice availability of neighbours [3], if the slice 2 could be re-mapped to slice 3 with the similar slice type that can be supported at gNB2, service maintenance can be therefore ensured so as to cope with limited slice availability during mobility. 
So far SA2 has not excluded this possibility of slice-remapping. Provided that slice validation is performed by CN, it is responsibility of CN to decide the behaviour of a particular slice if it cannot be maintained at the target node. For instance, during the CN involved HO, it is a natural step for CN to make the final decision on slice-remapping, and then gNB bases on the re-mapped slice ID(s) for RAN handling. In case of Xn-based HO without CN involvement, it should be feasible for the gNB to perform slice-remapping according to the instructions provided by the CN while the performance of mobility procedure is not negatively affected.
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Figure 1. NW slice re-mapping during mobility
Observation 1: It is beneficial for UE to be re-mapped to another NW slice to maintain such service instead of releasing the related PDU sessions without instruction if some NW slices are not available at the target node from the perspective of user service experiences. 
Proposal 1: NW slice could be re-mapped at RAN node by obtaining the instructions made by the CN in case of Xn based HO.
2.2
Solutions of slice-remapping 
According to the principles of slice-remapping captured in [1], there are two main possible directions to address slice re-mapping. Generally, it could be decided by RAN with prior negotiations with CN or by CN when there is a natural signalling interaction between RAN and CN. In order to achieve this, we could think of possible solutions of slice-remapping for normative work as follows,
· Option 1. Mapping by the RAN with prior negotiations
As illustrated in Figure 2, in this solution, our mentioned re-mapping policy is pre-set at the RAN and maybe updated after mobility, and the RAN should follow the instructions of re-mapping policy when needed during the subsequent mobility. The re-mapping policy could possibly include the indication of whether some certain NW slices are allowed to be re-mapped, even to default slice(s), and alternative slice(s) that can be used as replacement of a particular NW slice with a priority for RAN handling when such slice is not available at the target node,
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Figure 2. Illustration of prior negotiation to mobility
· Option 1a: During initial Context Setup procedure, slice-remapping policy can be provided by the CN for RAN handling towards a particular UE, and then RAN node stores the re-mapping policies for subsequent mobility.

· Option 1b: During NG setup procedure, RAN node is informed of re-mapping policy with respect to some particular NW slices, and then RAN node stores the re-mapping policies for subsequent mobility.

· Option 1c: The RAN node is pre-configured with the re-mapping policy by OAM in advance, and then RAN node stores the re-mapping policies for subsequent mobility.

Of course option 1a offers flexibility for the operator to develop slice re-mapping policy based on subscription, UE access priority, etc. If it is proved to be necessary to consider the efficient mapping and more general policies, option 1b or 1c may also be needed.
· Option 2. Mapping by the CN during mobility 
In case there is no Xn interface between two gNBs, there may be no information available regarding slice availability in neighbouring cells. In this case, the source cannot select target cell based on slice availability information. On the other hand, CN is involved and can assist in the remapping. As illustrated in Figure 3, in this solution, re-mapping decision is provided by the CN during mobility when there are natural interactions with CN, and the RAN has to follow the decisions of slice re-mapping made by the CN. For cases where there is no connection between gNBs, it is easy to observe that slice-remapping is naturally supported by the HO with CN involvement where the decision is made by the CN node, e.g. AMF. In addition, we observe that path switch procedure can be also considered as interactions with CN for executing slice-remapping,
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Figure 3. Illustration of negotiation during mobility
· Option 2a: During CN involved HO, Handover Command message includes the re-mapped slice ID per PDU session, and source node bases on the re-mapped slice ID for RAN handling.
· Option 2b: During Xn involved HO, Path Switch Request ACK message includes the re-mapped slice ID per PDU session, and target node bases on the re-mapped slice ID for RAN handling.
Note: it is possible that not all PDU sessions associated with per slice ID has been established at the moment of HO. 
Proposal 2: Slice re-mapping policy could be pre-set at RAN node by CN during connection establishment used for Xn based HO. In case of no Xn connection between gNBs, CN is in charge of slice re-mapping by normal CN involved HO procedure.  Other solutions may also need to be considered in further normative work.
2.3
Impacts on connected mobility

Take the aforementioned option 1 (mapping by the RAN with prior negotiations) as example, since gNB should already identify the RAN configurations including slice re-mapping policy to support the slice in handover execution phase, slice re-mapping should happen during the handover preparation phase. The handover preparation phase includes handover decision and admission control. Both parts could influent on the remapped slice. The handover decision proposes on remapped slice and admission control makes final decision on remapped slice. We draw an example call flow of Xn based handover procedures by incorporating slice re-mapping as in Figure 4. The CN involved handover procedure for option 2 (mapping by the CN during mobility) can be derived accordingly as in Figure 5. 

2.3.1 Xn based mobility
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Figure 4. Xn based handover procedures for connected mode with slice re-mapping
· Step 1 (optional). The gNB1 (i.e., source gNB) makes Xn handover decision based on the measurement report, the slice availability of neighbour cells, and pre-set slice re-mapping policy.
Note: Alternatively, the target gNB may also be able to decide the slice-remapping if the slice-remapping policy can be derived, e.g., from the source gNB via Handover Request message, or as Option 1described in Section 2.2.
· Step 2. The gNB1 sends a Handover Request message to the gNB2 (i.e., target gNB), which may include the list of the PDU session to be setup and the corresponding slice ID that optionally contains the target slice ID to be re-mapped to.

· Step 3. The gNB2 makes admission control and may decide to reject some particular sessions if it realizes these corresponding slices cannot be accepted at the gNB2. Then, the gNB2 sends a Handover Request ACK message to the gNB1, which includes the sessions that are accepted, failed, and the corresponding slice ID.
· Step 4. Execute the Xn based handover.

· Step 5. The gNB2 sends a Path Switch Request message to the AMF, which includes the list of accepted PDU session and corresponding slice ID that optionally contains the target slice ID for re-mapped slice.
· Step 6. The AMF sends a Path Switch Request ACK message to the gNB2, which may include the list of accepted PDU session and corresponding slice ID in the gNB2.
Note: Alternatively, the AMF may optionally decide to re-map some slices, which can be replaced by some other slices by assigning target slice ID per PDU session for those slices. 
· Step 7 (optional). In the case that slice re-mapping takes place at the target node, a notification of updated slice ID(s) should be send by the AMF and it can be possibly carried by the RRC Connection Reconfiguration message.
· Step 8. Execute the registration update procedure for alignment of slices and the slice re-mapping policy may be updated as well.
2.3.2 CN involved mobility 
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Figure 5. CN involved handover procedures for connected mode with slice re-mapping
· Step 1. The gNB1 (i.e., source gNB) makes CN involved handover decision based on the measurement report and the slice availability information of neighbour cells, and then sends a Handover Request message to the AMF, which may include the list of the PDU session to be setup and the corresponding slice ID.

· Step 2 (optional). The AMF may decide to re-map some particular NW slices if it realizes those slices are not supported at the gNB2 (i.e., target gNB) but can be replaced by some other slices by assigning target slice ID per PDU session for those slices. 

· Step 3. The AMF sends a Handover Request message to the gNB2, which may include the list of ongoing PDU session and slice ID in the gNB1 and possibly the list of re-mapped PDU session and target slice ID as well.
· Step 4. After the admission control, the gNB2 sends a Handover Request ACK message to the gNB1, which includes the list of accepted, failed sessions and the corresponding slice ID. 
· Step 5. The AMF sends a Handover Command message to the gNB1, which may include the list of PDU sessions and the corresponding slice ID that optionally contains the target slice ID for re-mapped slice. 
· Step 6 (optional). In case slice re-mapping takes place at the target node, a notification of updated slice ID(s) should be send by the AMF and it can be possibly carried by the Handover Command message in Step 5.
· Step 7. Execute the CN involved handover.

· Step 8. Execute the registration update procedure for alignment of slices and the slice re-mapping policy may be updated as well.
Proposal 3: For the case of Xn based HO, handover decision needs to consider the information of slice availability, slice re-mapping polices to decide on the target node and target slice.

Proposal 4: Procedures to enable NW slice re-mapping during HO should be studied.
3
Conclusions
This contribution discusses the issue of slice re-mapping in the RAN. In the above discussions, we have the following 
Observation 1: It is beneficial for UE to be re-mapped to another NW slice to maintain such service instead of releasing the related PDU sessions without instruction if some NW slices are not available at the target node from the perspective of user service experiences. 
Proposal 1: NW slice could be re-mapped at RAN node by obtaining the instructions made by the CN in case of Xn based HO.
Proposal 2: Slice re-mapping policy could be pre-set at RAN node by CN during connection establishment used for Xn based HO. In case of no Xn connection between gNBs, CN is in charge of slice re-mapping by normal CN involved HO procedure.  Other solutions may also need to be considered in further normative work.

Proposal 3: For the case of Xn based HO, handover decision needs to consider the information of slice availability, slice re-mapping polices to decide on the target node and target slice.

Proposal 4: Procedures to enable NW slice re-mapping during HO should be studied.
Based on above conclusions, we propose the following proposal for the RAN3 TS.
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