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1
Introduction
This paper presents a solution addressing the spatio-temporal traffic variation use-case captured in section 5.2.2 of TR 36.742. The solution is based on the use of Layered Coordination Areas, also known as cover-shifts. It has been submitted to earlier meetings, e.g. RAN3#95 [1], and is an alternative to solution #3 (cf. section 6.3 of the TR).
2
Solution based on overlaid coordination areas
The proposed solution is based on shifted CA allocation as illustrated in Fig. 1. Multiple CA layers are assigned to orthogonal radio resources, and the CA patterns are shifted such that borders between adjacent CAs will be served by an overlapping CA. In this way traffic-loaded cell edge areas can always be served by at least one of the overlapping CA layers. 
While the solution can be seen as combining the advantages of network- and user-centric methods by assigning different UE groups to different CA layers, it comes at the expense of partitioning of the scheduling resources within the cell. Indeed, a given CA will be allocated a subset of the available time/frequency resources, e.g. in a subband of the total carrier bandwidth. This might cause some peak UE throughput limitations. This can be mitigated by activating the CA layers only when needed. To decide about the activation / de-activation in a certain area, the information about spatial user distribution, as discussed for solution 3, is also beneficial for solution 4. However, in contrast to updating the CA pattern as a whole, the SON function simply decides to activate/de-activate a given CA layer by allocating or deallocating radio resources to that layer. 

It should still be noted that even in case of multiple CA layers being activated, the eNB scheduler anyway maintains significant scheduling flexibility, i.e., a UE can in principle be scheduled in any one of the overlapping CA layers. Obviously putting a UE into the best fitting CA achieves highest performance for this UE, but the UEs close to the transmission point (for random UE distributions about 40%) can be scheduled in any CA. Another part of the UEs can be scheduled in at least two different CAs with similar performance. 
The solution presented in this paper allow for instantaneous or very quick adaptation to evolving UE traffic distribution patterns, and presents the advantage of avoiding CA reconfiguration as in solution 3 (section 6.3 of the TR). We therefore propose to capture this solution in the TR. 
Proposal: Capture in the TR a solution based on overlapping coordination areas (TP in annex).
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Fig. 1: Edges of the triangles show cooperating transmission points serving a given CA. From left to the right, figures show one, two, three and five CA shifts.

4
Conclusion
We have presented a solution, addressing the spatio-temporal traffic variation use-case captured in section 5.2.2 of TR, that  allow for instantaneous or very quick adaptation to evolving UE traffic distribution patterns. It presents the advantage of avoiding CA reconfiguration as in solution 3 (section 6.3 of the TR). We therefore propose to capture this solution in the TR. 

Proposal: Capture in the TR a solution based on overlapping coordination areas.

A TP is provided in annex of this paper.
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6
Potential solutions
<<< skipping unchanged text >>>
6.x
Solution #4: Layered Coordination Areas

6.x.1
Solution description

6.x.1.1
Functional aspects
This solution is based on layered CA allocation as indicated in Fig. f1, where several allocated CA layers assigned to orthogonal radio resources are realized with shifted CA patterns so that borders between adjacent CAs are covered by an overlaying CA. The layered CAs are either allocated manually based on network planning tools or are allocated in an automated way based on Solution 3 which is the SON approach being considered for this solution. Layered CAs present the advantage of reducing inter-CA interference by assigning UEs to the best fitting CA layer. 

Overlapping of shifted CA layers combines the advantage of network- and user-centric methods on the expense of resource separation. Indeed, a given CA will use a subset of the available time/frequency resources resulting in a need for partitioning of scheduler resources between the CAs. This might cause some peak UE throughput limitations. Therefore, CA layers should be activated only when needed. To decide about the activation / de-activation in a certain area, the information about spatial user traffic distribution, as described for solution 3, is also beneficial for solution 4. However, in contrast to updating the CA pattern as a whole, the SON function simply decides to activate/de-activate a given CA layer by allocating or deallocating radio resources to that layer.
It should still be noted that even if multiple CA layers are activated, the eNB scheduler anyway maintains significant scheduling flexibility, i.e. a UE can in principle be scheduled in any one of the overlapping CA layers. Obviously putting a UE into the best fitting CA achieves highest performance for this UE, but the UEs close to the transmission point (for random UE distributions about 40%) can be scheduled in any CA. Another part of the UEs can be scheduled in at least two different CAs with similar performance. 
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Fig. f1: Edges of the triangles show cooperating transmission points serving a given CA. From left to the right, figures show one, two, three and five CA shifts.

6.x.1.2
Analysis of protocol impacts

6.x.1.2.1
Overview

Information exchange for spatial user traffic analysis to identify critical cell edge areas outside the CoMP area is the same as in 6.x2. In case such cell edge areas that are not covered by CoMP have been identified, another shifted CA layer is activated. On the other side, if the spatial user traffic analysis reveals that there are no critical cell edge areas, the radio resources for the corresponding CA layer may be released.

Information exchange on the X2 interface is the following:

· Reporting per CA for the purpose of resource allocation/deallocation for CA layers:

· number of UEs / associated traffic load for which the CA is a suitable CA
(further detailed in clause 6.x.1.2.2)

· Resource allocation decision per CA, including possible update

(further detailed in clause 6.x.1.2.3)


6.x.1.2.2
CA resource usage reporting

As described in clause 6.x.1.1 the purpose of resource reporting per CA is to enable allocation and deallocation of CA layer resources. One option is to use the Resource Status Reporting procedure. The legacy procedure enables the reporting eNB to report load (PRBs) per cell, using periodical reporting. CA load reporting would require to report load within specific scheduling resources within the cell, while at the same time accumulate the load in the cells belonging to the same CA. The reporting eNB might accumulate the load figures for its served cells belonging to the same CA, and the node responsible for the resource split, receiving the reports, will accumulate load figures coming from different eNBs.

Another option is to use the Load Indication procedure, which may be used on an event-triggered basis e.g. for collection of longer-term statistics for resource usage per CA, hence reducing the amount of signalling.

6.x.1.2.3
CA resource allocation and deallocation

Information about the decision to allocate or deallocate resources for a CA would be sent by the node responsible for the resource split towards eNBs acting as central units and cooperating eNBs. The same signalling procedure as chosen for the initial CA allocation (Solution 3, clause 6.x2.1.2.3) may be used, e.g. a new class 1 procedure as illustrated in Fig. f2.
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Fig. f2: Example of new procedure conveying information about updated CA resource split.

6.x.2
Solution evaluation

<<< TP end >>>
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