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High Layer Functional Spilt with Separated Control and User Planes 
Introduction 
Following on from last RAN3 meeting and discussions on CU-DU High Layer Split [1] [2], we provide further analysis of a High Layer Split Option 2 concept where the Control and the User planes are separated above the RLC layer. 
In this contribution we highlight a number of technologies which pave the way towards an evolved centralized RAN architecture. 
Radio Resource Management
The scenario depicted in Figure 1, illustrates a typical deployment scenario where cells of different radio access technologies are geographically co-located. This is a typical heterogeneous deployment scenario where LTE and 5G, and other technologies are integrated onto one common platform. 
[image: ]
[bookmark: _Ref477856826]Figure 1 Multi-band Base-station example
In a heterogeneous architecture, radio capacity, available radio resources, interactions between RATs and service performance must be well managed to maximize the network performance and to provide enhanced user experience. 
In order to enhance the overall performance, the Radio Resource Management (RRM) has to be split between the Centralized and Distributed Units [3] [4].  The split RRM would have a Centralized or Common RRM and Remote or Local RRM functions. The splitting of the RRM has the following advantages:
· Slow changing radio conditions and network policies can be implanted in a centralized location to relive processing load on the remote Distributed Unit. 
· Fast changing and network interference critical parameters are left to the remote unit to respond rapidly to changing radio environment
· The transmission resources are used more efficiently and less prone to fluctuations and latencies 
The proposed split RRM topology is illustrated in the following Figure 2:
[image: ]
[bookmark: _Ref477507145]Figure 2 Common and Local Radio Resource Management Concept
In general, the Common RRM (CRRM) and the Local RRM (LRRM) would have two functionalities:
1- Information reporting, where by the Local RRM would report cell information periodically to the Common RRM
2-  Decision Support, where both local and centralized RRM interact dynamically to a changing condition
The performance of the evolved network can be enhanced by locating the control of the slow changing variants in the Common RRM and the fast changing variants, such as Power Control, in the Local RRMs. 
The split RRM concept would benefit from the proposed CU-DU split architecture and separated control and user plane. 

Flow Control
From dual connectivity architecture, and particularly with differing RAN capabilities, in master and secondary cells, a Flow Control mechanism is needed between DUs and the CU. 
[bookmark: _GoBack]With differing RAN capabilities and radio conditions, such as LTE and 5G, and to ensure efficient use of resources, the downlink buffers at both master and secondary eNodeBs [5] [6], must be well maintained to prevent running-on-empty or buffer-overflow conditions. Furthermore, the centralized Flow Control unit, to ensure efficient packet forwarding, must be able to collect radio condition and radio resource information from the Centralized RRM unit.  
Thus a robust Flow Control mechanism is required between the Central and Distributed Units to manage a smooth transfer of the user data from base-station to the user terminal. The proposed Flow Control concept is illustrated in the following Figure 3.
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[bookmark: _Ref477523386]Figure 3 Flow Control between Central and Distributed Units

Throughput and PDCP Sequence Numbering
When using dual connectivity, the PDCP Sequence Numbering allows the UE (and CU) to provide in-sequence delivery of packets to higher layers (and uplink onto the S1-U interface.
The user plane PDCP Control PDU sequence number size is very important as it can limit the throughput.
The current PDCP Sequence Number comprises of 18 bits, see the following figure. With 18 bits, 262144 in total can be sequenced. However, to ensure no-wrap-around, the convention is to use half of the sequences, i.e. up to 131072 PDUs [7] [8] [9] [10]. 


Figure 4 PDCP Data PDU format for DRBs using an 18 bit Sequence Numbering [36.323 Section 6.2.11] 

By taking into account the network round trip latencies, a general throughput calculation can be carried out as shown in the following table:
Table 1 PDCP Sequence Numbering and Throughput Calculations with Maximum Network and Re-transmission Latencies 
	Row Number 
	Sequence number
	Maximum Sequence number 
	Half of the sequences 
(to avoid wrap around)
	One-way Network Latency  (ms) 
	Radio Latency with 2 HARQ  and 4 ARQ Retransmissions
	MTU size (Bytes) 
	Throughput 
	Throughput in Gbps

	1
	18
	262144
	131072
	5
	40
	1500
	3.4953E+10
	34.95

	2
	18
	262144
	131072
	10
	40
	1500
	3.1457E+10
	31.45

	3
	18
	262144
	131072
	20
	40
	1500
	2.6214E+10
	26.21

	4
	18
	262144
	131072
	50
	40
	1500
	1.7476E+10
	17.47



Please note: Rows 1 illustrate typical one-way delays in a modern network deployed in dense urban environments.  Rows 2-4, illustrate the robustness of this approach e.g. for sub-urban and rural environments.  
The results of the above figure illustrate that, provided that the current network and radio latencies do not deviate further above 50ms and 40ms respectively, the throughputs observed, with 18-bit sequence numbering, are sufficient large to provide more than adequate throughput for 5G downlink data throughput 

User Plane 
The separated user plane connects the centralised PDCP through the user plane to the remote DUs. See the following figure.
[image: ]
Figure 5 Evolved architecture, illustrating user planes
Based on the flow control information received from each cell and UE capabilities, the centralised PDCP-U routes the downlink data PDUs towards the master and secondary cells. Cells with higher throughput capabilities will receiver greater number of user packets. 
A conventional GTP tunnel is proposed for the user-plane portion of the architecture. GTP tunnels have been well established in the core network and RAN environment and are equally advantageous to transport user packets.  The GTP tunnel connect the centralised User Plane Entity to the distributed units. Moreover, GTP Extension Headers will carry the PDCP Sequence Numbering from the CU, to DU and onto the UE. 

Control Plane 
The separated control plane portion of the architecture, connect the centralised Control Entity to remote Distributed Units. The control plane carries the control data signalling and controlling information between the centralised and remote units. See the following figure:
[image: ]
Figure 6 Evolved architecture illustrating control planes
To connect the control portion of the architecture a SCTP transport mechanism is proposed. SCTP is currently being used for S1 and X2 LTE signalling protocol and has proven to be a robust mechanism to transport signalling information. The main advantages of the SCTP over other signalling transport such as TCP are:
· Multi-Homing: central and distributed nodes can be connected through a number of nodes and IP addresses. In case of failure on the primary route the signalling would flow over another route
· Multi-Streaming: SCTP would allow multiple data streams per connection 
NAS signalling and RRC signalling are unsuitable for transmission over GTP-U as they have requirements on in-sequence delivery, and, they can have message sizes > Ethernet MTUs which may be problematic.
Security Solution 
The following Figure 7 illustrates security implementation on the User Plane. As in the LTE procedure, the Security Keys are derived at the UE from the authentication run. The master eNodeB/gNB obtains its keys from the MME. Furthermore, an encrypted PDCP link is established in the User Plane between the UE and PDCP-U. 
[image: ]
[bookmark: _Ref477963325][bookmark: _Ref477963321]Figure 7 User Plane Security Solution
The Encrypted PDCP link setup between the UE and the Central Unit, alleviates the need to have IPSec Tunnels that is conventionally setup between the eNodeB and IP Sec Gateway. This has added advantage of simplifying the overall RAN/Core solution. 
The Control plane security is shown in the following Figure 8. The RRC Control Plane security is between the UE and the PDCP-C. Integrity protection is mandatory and Cyphering is optional.
[image: ]
[bookmark: _Ref477964028]Figure 8 Control Plane Security Solution
Overall Architecture
The combined overall architecture with separated control and user plane split, decentralised RRM and Flow Control is illustrated in the following figure:
[image: ]
[bookmark: _Ref477964022]Figure 9 Overall combined architecture
The evolved architecture, which is based on Option 2 Functional Split Architecture, provides:
· Separated Control and User entities  
· Separated Control and User Plane 
· Flow control between CU and DUs
· Decentralised RRM 
Conclusion and Proposals
By using the Option 2 Functional Split Architecture, an evolved architecture, with separated control and user planes have been presented in this contributions.
The separated control and user plane and separated CU and DU would require decentralised RRM to enhance the overall performance of the RAN. Furthermore, to ensure smooth delivery of user data and efficient use of resources, a robust Flow Control would be required between CU and DU.
The security solution of this evolved architecture, can also benefit from separated control and user planes where security features can be implemented on separate planes independently. With encrypted PDCP tunnel, expensive IPSec solution would not be required and the design of the network is further simplified. 
At this stage we believe that the PDCP PDU sequence numbering of 18 bits are sufficiently large to support high user data throughput between CU and DU. Moreover, the data flow, i.e. the flow of PDCP-Us are resilient to network latencies of up to 50ms and RAN latencies of 18ms. This illustrates that Option 2 Functional Split would perform better in real network environment than other functional split which would require tight network latencies.   
Proposal 1:  For signalling, SCTP to be adopted for lower layer transport protocol, between the PDCP-C and DU (this aligns with the working assumption for the N2 interface to the NGCN and the implementation of S1-MME)
Proposal 2: For user data, adopt GTP-U for lower layer transport protocol, between the PDCP-U and DU (this aligns with Release 12 Dual Connectivity)
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