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Introduction
A WI was agreed at the last plenary meeting to continue work on local caching in RAN3, see [1]. In the WID the very first bullet for the work that RAN3 should initiate quotes the following:

· Long backhaul latency reduction for Video service. Specify solution for local caching for UE assistance  video request 
· Identify solutions for local caching for which CN functionalities and principles defined in section 5.1 of TR36.933 are respected when applied to local caching. [RAN3]

The CN functionalities and principles mentioned in the objective are reported below (see [2], section 5.1):
· Security: current LTE security mechanism shall not be jeopardized, e.g. User identity and device confidentiality, etc (TS 36.300, TS 33.401, TS 23.401).
· Policy control: The Policy and Charging Enforcement Function shall remain in the PGW (TS 36.300, TS 23.203, TS 23.401).
-	Charging: it shall remain unchanged that the SGW/PGW is responsible for interfacing with the charging system, and CDR generation (TS 36.300, TS 23.401).
-	QoS: it shall follow current QoS control mechanism (TS 36.300, TS 23.203, TS 23.401).
-	Mobility anchor: SGW is the local Mobility Anchor point for inter-eNodeB handover (TS 36.300, TS 23.401).
-	UE IP address allocation: The UE’s IP address is assigned by PGW (or L-GW for local breakout) during the default bearer activation, or after default bearer activation. The UE IP address allocation mechanism shall not be changed. (TS 36.300, TS 23.401)
-	Lawful Interception: The lawful interception mechanism shall not be changed (TS 36.300, TS 23.401).

This paper analyses the objective in the WID quoted above and provides a framework for discussions on how to fulfil this objective.
Discussion Framework for Local Caching
In this section the principles in [2], section 5.1, are taken and are analysed for cases where they are “applied to local caching”:
Security:
In current LTE systems the UE identity and confidential user information are not exposed to the RAN. The RAN should at best receive, but not keep, a temporary identity for the purpose of short duration procedures, e.g. NAS forwarding. Any solution for local caching shall respect this. Namely, the solution shall not rely on exposure of a UE identity to the RAN, which reveals subscriber’s information.
Another important point of the security principle is that, as it happens today via NAS signalling, a UE request for a given service content shall be sent transparently to the RAN (i.e. NAS encrypted) to the CN so that such request can be vetted in order to validate that a UE has the right to access the service in question and so to avoid that rogue UEs can access services that shall not be accessed. 
Observation 1: When accessing locally cached content, user identities, subscriber information, service policies and service request for cached contents shall be managed by and accessed via CN nodes 
Policy Control Enforcement and Charging:
The S/P-GW, PCRF and charging systems are currently in charge of performing policing and charging enforcement for the content delivered to the UE. When this principle is “applied to local caching” the content delivered to the UE via a local cache shall still be policed by an S/P-GW, PCRF and charging system that can
1) Police whether the content can be delivered to the UE and at what rate/quality and
2) Build Charging Data Records (CDRs) that are essential to properly charge the subscriber
Note that in order to perform the tasks above the S/P GW, PCRF and charging system would need to map the policies to apply and the CDRs to a user identity. 
This links to the security principle for which these identities shall not be kept in the RAN. Namely, such identities cannot be hosted in the RAN, which is one of the factors that implies these processes cannot be performed at the RAN.
Another point worth noticing is that charging consists of two high level steps. The first is that of collecting information that allow to build the CDRs. This is done in the S-GW for offline processes and in the P-GW (with the aid of information from S-GW) for online processes. 
For online processes the P-GW needs first to check in real time if the user has sufficient funds to access the service. This is done by communication between the P-GW and the Online Charging System - OCS (see TS32.240). After that, and if the user can access the service, the P-GW generates CDRs that are sent to the appropriate charging system for billing. 
For offline processes the S-GW generates CDRs and sends them to the Offline Charging System – OfCS (See TS32.240). The OfCS may perform billing or it may send the information to other systems e.g. in case of inter operator billing due to roaming. 
From the brief description above it can be seen that when charging is applied to local caching, the need for S-GW and P-GW nodes that connect to the appropriate charging systems and that can securely and reliably build CDRs, access subscribers’ information etc, is needed. 
Observation 2: Traffic policies for locally cached traffic delivery shall be managed by and accessed via CN nodes. 
Observation 3: The overall function of charging applied to locally cached content needs to be handled by trustworthy CN nodes in secured locations, which need to interact with appropriate charging systems 
QoS Management
In current LTE, QoS allocation for the content delivered to the UE shall be assigned by the CN. Each bearer that is setup for a UE has a set of QoS parameters that the CN assigns and that the RAN enforces during over the air transmission. 
When QoS is applied to locally cached content, the CN needs to be involved in order to determine the appropriate QoS policy to enforce to such content. As for the policy and charging topic, QoS policies need to be managed by and accessed via secured and trustworthy nodes. These nodes are today CN nodes.
Observation 4: QoS management for locally cached content needs to be performed by means of interaction with CN nodes in charge of QoS management

Mobility
Current mobility mechanisms ensure seamless data transfer from source to target RAN nodes by means of maintaining a single UP anchor point in the CN. When the concept of mobility is applied to locally cached concept, a single UP anchor point would need to be maintained in order to ensure that inter eNB mobility does not result in a change of end to end IP terminations, which would inevitably deteriorate the mobility performance. 
Observation 5: Mobility management for locally cached content needs to rely on a UP anchor point that is central and that does not need to necessarily change when the serving eNB changes. Such central UP anchor is today in the S/P-GW

Lawful Interception
Lawful Interception is a requirement that goes beyond operators and vendors. Regulators enforce this requirement by which at any point in time it needs to be possible to intercept and deep packet inspect any traffic that is delivered to a UE. 
The function of LI is located in CN nodes such as the S-GW and the P-GW. 
It is undoubtable that LI needs to be provided for locally cached content too. For this reason, when locally cached content is delivered to the UE, it should pass through nodes of the like of the S-GW or the P-GW, so that these nodes can enforce LI.
Observation 6: Lawful Interception needs to be applied to locally cached content. This implies that locally cached content delivered to a UE needs to be served by nodes such as the S-GW or the P-GW that can perform LI

In order to create a framework within which the topic of local caching can be discussed in a constructive way, it is proposed to take the principles described above as a baseline and to find solutions that can fulfil these principles.
Proposal 1: capture the principles described above in a baseline description of the local caching discussion framework. Solutions designed to address local caching need to fulfil such principles.
Potential Consequences on RAN
It shall be mentioned that if the principles listed above are not respected a major redesign of the LTE RAN would be needed. In fact, the RAN would need to host the following functions:
· Lawful Interception: it is not even granted that the RAN can perform such function as it is not assessed whether each RAN node is secured enough to host such security sensitive function. To support LI a major upgrade in hardware capability would be needed. This would result in a very expensive practice as such upgrade has to be done for every RAN site.
· Policing: In case the RAN shall somewhat support policy enforcement, it is not for sure that a RAN node can perform such function because policies shall be enforced by a node that cannot be tampered. It is not assessed whether any RAN node can fulfil such requirements. Moreover, support for such function would mean that the RAN has a number of new interfaces to CN nodes as well as access to confidential subscribers information. This jeopardise security of the system and implies an increase in RAN cost.
· Charging: IF the RAN had to take care of this, the RAN shall create and issue CDRs and interface with charging systems. This is again a very security sensitive function and it is not for granted whether the RAN is secure enough to perform it. Charging policies would need to be configured at the RAN, which implies new interfaces to the RAN from different CN nodes, interaction with different charging systems, handling of inter operator charging for roaming cases, etc.
· Mobility: If the mobility anchor was in the RAN, as opposed to the S/P-GW, every inter eNB handover would imply a change of UP anchor, which would cause mobility performance degradation due to long handover interruptions and likely packet losses. The latter would degrade RAN performance
· QoS: it is unclear how the RAN would be able to map the cached content into the “right” bearer with appropriate QoS configuration if QoS handling was not done in the CN. The RAN would need to host QoS policies, currently hosted in the PCRF, and it would need to have direct access to confidential subscribers’ information. The latter brings again concerns on security and upgrades of RAN platforms.

Proposal 2: Solutions discussed for the objective of local caching shall not imply to support functions listed in section 5.1 of TR36.933 at the RAN

Conclusions
 This paper has analysed the objective set in [1] for local caching. The paper has spelled out what each of the principles described in section 5.1 of [2] imply when applied to local caching. The following two proposals are provided:
Proposal 1: capture the principles described above in a baseline description of the local caching discussion framework. Solutions designed to address local caching need to fulfil such principles.
Proposal 2: Solutions discussed for the objective of local caching shall not imply to support functions listed in section 5.1 of TR36.933 at the RAN

Baseline Text for Discussion Framework
Discussions on solutions for local caching shall respect the following framework of conditions:
· When accessing locally cached content, user identities, subscriber information, service policies and service request for cached contents shall be managed by and accessed via CN nodes 
· Policies to apply for locally cached traffic policing shall be managed by and accessed via CN nodes
· The overall function of charging applied to locally cached content needs to be handled by trustworthy CN nodes in secured locations, which need to interact with appropriate charging systems 
· QoS management for locally cached content needs to be performed by means of interaction with CN nodes in charge of QoS management
· Mobility management for locally cached content needs to rely on a UP anchor point that is central and that does not need to necessarily change when the serving eNB changes. Such central UP anchor is today in the S-GW
· Lawful Interception needs to be applied to locally cached content. This implies that locally cached content delivered to a UE needs to be served by nodes such as the S-GW or the P-GW that can perform LI
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