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1
Introduction

The agreements at RAN3-95 mentioned that discussions on Option 2 vs Option 3-1 should be limited to whether fast centralised retransmission can be achieved via Option 2.

Nevertheless, it should be kept in mind that RAN3 recommended the adoption of Option 2 and started discussing whether this option can achieve fast centralised retransmissions because a number of drawbacks on Option 3-1 were identified and were believed to be showstoppers for recommendation of such option. 

In order to provide a clear full picture of why Option 2 has so far been favoured as the preferred high layer split option, this paper presents a quick summary of the main reasons discussed. More details can be found in previous submissions such as [1].
3
Summary of shortfalls of centralized RLC

Centralized RLC ARQ (which is inherent to Option 3-1) suffers from high sensitivity to fronthaul latency. The variable queuing delays and congestion-related losses in the ARQ loop caused by fronthaul bottlenecks cause a significant drop in centralized ARQ performance. In order to highlight the drawbacks of centralizing the ARQ, the following shortcomings of Option 3-1 have been highlighted when compared with Option 2:

· The sensitivity to PDCP reordering timer,

· The sensitivity to transport network delay.
3.1
The sensitivity to PDCP reordering timer

Having in mind that in Option 3-1 the PDCP is responsible for reordering, and that, in LTE, the PDCP reordering is used in the case of dual-connectivity (DC), it is reasonable to assume that the PDCP t-Reordering timer will also be used in Option 3-1. The PDCP t-Reordering timer has a strong influence on fronthaul traffic load because, upon its expiry, the PDCP RX releases its buffer and sends all the available out-of-order PDCP PDUs to the TCP, which will adjust the transmission window accordingly (e.g. reduce it, in case of missing PDCP PDUs). 

The main problem with Option 3-1 is that the ARQ retransmissions might take a very long time due to the latency introduced by both the transport network and the DU queue, implying a strong sensitivity of Option 3-1 performance to the setting of the PDCP t-Reordering timer. This claim is substantiated in Fig. 1, which presents simulation results showing the performance of Option 3-1 and Option 2 as a function of the PDCP t-Reordering timer. The results are obtained with a protocol simulator with a detailed implementation of TCP/PDCP/RLC/MAC protocols and assuming a fixed CU-DU transport delay of 30 ms. The link rate is 100 Mbps and the link is error-free. The measurable of interest is the object bit rate, measured for two object sizes: 1 MB and 8 MB. The details of the simulations are provided in the Annex. 
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Fig. 2: Performance of Option 3-1 and Option 2 as a function of the PDCP reordering timer.

It is obvious that both Option 3-1 and Option 2 are very sensitive to a too short PDCP t-Reordering timer. This is because if the timer is set too short, PDCP will deliver out of sequence data to the e2e TCP connection, which will detect this as packet loss and reduce the rate. Several additional conclusions can be drawn from Fig 1:

· For longer values of the reordering timer, Option 2 is able to maintain a stable object bit rate, owing to the fact that RLC retransmissions are very fast and it is possible to quickly recover the missing RLC segments. One can conclude that the performance of Option 2 is very stable as long as the PDCP t-Reordering timer is not too short. The object bit rate provided by Option 2 exceeds the one of Option 3-1, for all parameter values investigated.
· On the other hand, for longer values of reordering time, the object bit rate of Option 3-1 decreases significantly. This is due to the fact that in Option 3-1 the RLC retransmissions must traverse the fronthaul, which may take a long time due to the additional transport network and DU queue latency. This, in combination with long timer values, causes the TCP window to stall, i.e., while waiting for the retransmission to arrive, the PDCP RX is not delivering data to the TCP connection. 

· As opposed to Option 2, where the optimal value of t-Reordering timer is a range of values above a certain threshold (rather than a single value), the optimal value for PDCP reordering timer in Option 3-1 is virtually impossible to identify. The optimal value in Option 3-1 depends on different factors, such as the object size (see Fig. 1), as well as the fronthaul (variable) performance, adopted transport layer protocol (e.g., TCP or UDP) and application in question. 

Observation 2
In the context of sensitivity to PDCP t-Reordering timer value, Option 2 offers better performance in terms of offered throughput, stability of performance and ease of timer value optimization.

3.2
The sensitivity to transport network delay
In option 3-1, since H-RLC does not perform reordering, a retransmission timer is needed to trigger the ARQ retransmissions (hereafter referred to as t-Retransmission timer). Furthermore, it is reasonable to assume that the H-RLC t-Retransmission timer in Option 3-1 operates in the same way as the RLC reordering timer in LTE.

However, setting the value of the H-RLC t-Retransmission timer in Option 3-1 is more complex because it is necessary to take into account for possible varying transport network latency and varying queuing latency at the DU, in addition to the delay over the air interface. In a real network the DU queue delay and the transport network delay can vary significantly over time, e.g., because of a sudden increase in traffic at the DU or because a switch in the transport network experiences a temporary congestion. The latter is especially probable in cases where the same transport network is shared among different DUs, different RATs (e.g. LTE, 3G, WiFi) and with different access technologies (e.g., fixed access technologies such as DSL, HFC and PON). If the t-Retransmission timer is set too short, then the H-RLC will trigger unnecessary retransmissions and waste network resources, potentially making a transport congestion even worst. If the t-Retransmission timer is too long, the H-RLC receiver will wait too much time before triggering retransmissions in case RLC-PDUs have been lost (e.g., due to transmission errors over the air interface that have not been recovered by HARQ or due to a congestion in the transport that has caused a switch to drop packets).   

A scenario of high interest is the one where the H-RLC RX in CU receives RLC-PDU n+1 out-of-order and starts the t-Retransmission timer. The RLC-PDU n has been delayed over the air interface (e.g., due to HARQ retransmissions) and it is waiting in the DU in the L-RLC buffer queue. In this case, if the t-Retransmission timer is too short, H-RLC will trigger an unnecessary retransmission of RLC-PDU n and waste network resources plus possibly worsening fronthaul and air interface congestions. On the other hand, if RLC-PDU n was lost (e.g., due a transmission error over the air interface not recovered by HARQ), if the t-Retransmission timer is too long, H-RLC will wait too much before triggering the retransmission of RLC-PDU n and this may cause the TCP window to starve and decrease the user throughput and overall service quality. Hence, similar to the t-Reordering timer, finding the optimal value for the t-Retransmission timer in Option 3-1 is complex and if there is even a minimum delay variation over the air plus fronthaul interface it would be inevitable that the setup of the timer would lead to a performance degradation. 
Due to the fact that RLC in Option 2 is located at DU, Option 2 does not suffer from the above timer-setting problems. In Option 2, setting the RLC t-Reordering timer is relatively simple because it is only needed to take into account the delay over the air interface. In most cases, if a RLC-PDU is received out-of-order, it is due to the fact that the missing RLC-PDUs are being retransmitted by the hybrid ARQ (HARQ) protocol in the MAC layer. Therefore, the RLC t-Reordering timer is usually set in such a way to account for a fixed number of HARQ retransmissions.

In order to confirm the higher resilience of Option 2 to transport delay, Fig. 2 shows the object bit rate of Option 3-1 normalized with respect to the object bit rate of Option 2, for different values of CU-DU transport latency. The PDCP t-Reordering timer is fixed to 220 ms and the object size is set to 8 MB. The simulations were executed using a C++ event-driven simulator. 
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Fig. 2: Object bit rate of Option 3-1 normalized with respect to Option 2, for different values of CU-DU transport latency
Fig. 2 shows that the performance of Option 3-1 decreases significantly with respect to Option 2 as the CU-DU latency increases. A different setting of the PDCP t-Reordering timer might increase the relative performance of Option 3-1. 

It is worth noting the all the presented simulation results have been obtained with the assumption that the transport network does not introduce losses and that the transport network latency is constant. In a real transport network with packet losses and varying latency, the performance of option 3-1 is expected to be worse than those presented in Fig. 1 and 2.    

Observation 3
Option 3-1 performance is more sensitive to fronthaul traffic conditions than the one of Option 2, and this will become even more pronounced with the new high NR data rates, particularly in networks with wireless midhaul (e.g. relay).

4
Further reflections

5G systems are being designed with the expectations of worldwide deployment in the near future. 
Certainly such systems will require highly performing transport networks in order to deliver their maximum potential. This is indeed the case already with LTE, where CPRI-based architectures provide great benefits in performance but require very capable transports. 
Nevertheless, it seems wise and plausible to design an architecture for 5G systems that does not mandate the presence of upgraded transport networks. If that was the case, 5G systems would not be deployable in countries or in areas of an operator’s deployment were such infrastructures are not available.

The choice of Option 2 allows such flexibility and permits to achieve high system performance in cases of well performing transports, while maintaining good performance in deployments where the transport network has variable and non-optimal performance.

One further point to consider is the leverage on the current LTE system that may be exploited via connectivity Option 3 (tight LTE-NR interworking). Such interworking would greatly benefit from an NR high layer split architecture based on centralisation of PDCP, because of its similarity with the design of LTE DC. With the adoption of Option 2 it is possible to use the same NR DU design for tight LTE-NR interworking and for NR standalone deployments.
Observation 4: The choice of Option 2 results in higher performance resilience to variable and non-ideal transport network performance as well as in a greater reuse of NR DUs for tight LTE-NR interworking and for NR standalone deployments.
4
Conclusion
This paper presented a summary of the discussions carried out in RAN3 on the comparisons of Option 2 vs Option 3-1. 
The paper serves the purpose of reminding why RAN3 recommended the use of Option 2 and decided to focus discussions at RAN3-95bis on the possibility of enabling centralised fast retransmission on the basis of Option 2. By proving that Option 2 can fulfil centralised fast retransmission RAN3 would complete the picture of advantages Option 2 could provide when compared to Option 3-1.

Proposal: In light of the advantages of Option 2 when compared to Option 3, and in light of its capability to support centralised fast retransmissions, it is proposed to adopt Option 2 as the split option of choice for Release 15 normative work on NR
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Annex:
Simulation parameters for results in Chapter 3.1
	Parameter
	Value

	Link rate
	100 Mbps

	Object size
	1 MB and 8 MB

	Backhaul delay
	30 ms

	HARQ BLER for initial transmission
	0.3

	HARQ residual error rate
	9e-4

	HARQ max. number of attempts
	4

	TCP/PDCP/RLC stack implementation
	Detailed (Fig. 2) / Lightweight (Fig. 3)
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