3GPP TSG RAN WG3 Meeting #95bis
R3-171068
Spokane, US, April 3 – 7, 2017
Agenda item:

10.12.1
Source:
Intel Corporation
Title:
UE “stickiness” issue on NG-C/NG2
Document for:

Discussion and Decision
1

Introduction
The issue of NGC deployed in virtualized environment and its relation to the UE “stickiness” issue has been previously discussed in RAN3 and SA2. 

The NextGen in SA2 study was concluded without agreeing a solution to this issue due to lack of time. According to the conclusion in TR 23.799 [1] clause 8.14 it was agreed to work on solutions as part of the normative phase:
	The architecture should support mechanisms to avoid issues caused by the persistence ("stickiness") of UE-specific associations on at least NG2.


The Key Issue in TR 23.799 [1] clause 5.19.2.2 states the following:
	When a Network Function is created, deleted, or moved, either within a data centre or between data centres, the IP address used by a remote entity (e.g. NG RAN node, MMF, SMF, UPF, SDM, etc.) to route signalling/data to that NF might (or might not) change.

If the IP address of such a Network Function does change, then it is very important that there is no need for UE interaction.

In a virtualised environment, this AMF could be instantiated multiple times in one or multiple data centres.

the Next Generation system should permit complete NAS procedures (c.f. EPC Attach procedure) to be executed on the same instance of the AMF.

the Next Generation system should permit time-separated NAS procedures from one UE to use different instances of the AMF.


While SA2 discuss the details of the solution, one conclusion related to RAN3 is clear – NG-C/N2 shall support the case when the TNL IP address terminating the NG-C/N2 changes without UE interaction.

Similar requirements are also captured in the RAN3 TR 38.801 [2]:

	Availability
Problem Statement

NG-C is likely to be terminated in the selected CCNF in an intermediate independent front end function in order to not expose the CCNF internal processing structure to the gNB. With a single SCTP termination point per gNB/CCNF pair a failure affecting the SCTP termination point may require recovery action such as re-initialisation of SCTP associations before service between the eNB and MME can be re-established. 

Scalability

Problem Statement

Scalability of a CCNF may require the ability to add or remove both SCTP termination points without interrupting service.



Observation 1: NG-C/N2 shall support the case when the TNL IP address terminating the NG-C/N2 changes without UE interaction.

In the present paper we discuss how this can be realized. 
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Discussion
2.1     General

In LTE/EPS today, there is a single TNL association (single SCTP connection) between eNB and MME and the GUTI (<GUTI> = <MCC><MNC><MME Group ID><MME Code><M-TMSI>) identifier (3GPP TS 23.003) uniquely identifies a UE in the Evolved Packet System (EPS). Assuming 5G-GUTI has a similar structure (e.g. <5G-GUTI> = <MCC><MNC><AMF Group ID><AMF Instance><NG-TMSI>) and so, if we follow the same principle as in LTE/EPS there would be a single SCTP connection used between gNB and AMF. 

We expect that most 5G Core Network implementations will leverage virtualization and therefore individual AMF instances (with different IP addresses) may be added/removed frequently for load re-balancing and other reasons.

Hence the “stickiness” issue consists of two parts:
1. Stickiness due to usage of <AMF Instance> identifier

2. Stickiness due to usage of a single SCTP connection
NOTE: the proposal is not to have multiple SCTP connections to a single AMF, but rather multiple SCTP connections to "AMF cloud” (i.e. AMF Group), as we explain in more detail below.

We propose to solve this issue by not exposing individual AMF instances to RAN, so that a gNB is connected not to multiple AMF instances, but rather to an AMF Group which may have multiple SCTP connections.

Proposal 1: in order to support NGC deployment in virtualized environment we propose not to expose individual AMF instances to RAN.

Specifically, the salient features of this approach are the following:

-
Individual AMF Instances (i.e. their number, size or load) are not visible to the RAN. Instead, the RAN node has a set of TNL associations connecting to the same AMF Group. 

-
Selecting a TNL instance by the RAN node does not imply selection of a specific AMF instance.

-
The RAN node considers the <AMF Instance><NG-TMSI> field as a single identifier (i.e. it does NOT make use of the <AMF Instance> field as a distinct field for AMF Instance selection). The combined <AMF Instance><NG-TMSI> field uniquely identifies the UE within an AMF Group ID.

-
For a UE appearing for the first time under the RAN node due to Service Request or Periodic Registration Update, the RAN node selects the AMF Group first (based on the AMF Group ID in the 5G-GUTI or its truncated variant) and then selects a TNL instance randomly among the TNL instances terminated in that AMF Group (or from a subset of TNL instances referred to as “designated TNL instances” in Figure 1).

-
The Core Network may decide to redirect the UE-specific NG-C/N2 signalling to another TNL instance. This is done by a TNL association redirection procedure (Figure 1) that is similar to the existing procedure for NAS message redirection in TS 23.502 [3] Figure 4.2.2.3-1. Upon change of TNL association the RAN node is aware of the TNL association change, but not of the AMF Instance change (if any).

-
Moving a UE from one AMF Instance to another within the same AMF Group does not imply reassignment of a new 5G-GUTI. Similarly, moving a UE from one TNL association to another within the same AMF Group does not imply reassignment of a new 5G-GUTI.

-
On any of the TNL instances terminating in the same AMF Group the UE can be uniquely identified by using the <AMF Instance><NG-TMSI> field as a common identifier in the N2 Application Protocol messages. The RAN node needs to store the latest TNL association that was used for a specific UE and use it for any UE-specific signalling in the uplink, as long as the UE remains connected to the same RAN node. However, the Core Network may decide to change the TNL association in the downlink. When such a change occurs, the RAN node updates the latest TNL association for this UE and uses it for future uplink messages.
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1. RAN sends an initial UE-related NG-C/N2-AP message on TNL association 1 (the latter was selected randomly from the set of all TNL associations terminated in the same AMF Group, or a subset thereof). In this message as well in all other uplink NG-C/N2-AP messages the UE is uniquely identified within the AMF Group by the combined <AMF Instance><NG-TMSI> identifier. The message is received by the AMF instance AMF 1, however, its identity is transparent to the eNB.

2. For some (unspecified) reasons the Core Network decides to re-assign this UE’s context to another AMF instance (AMF 2) and internally re-routes the UE-related message to AMF 2.

3. Core Network indicates to RAN (step 3a) that it needs to re-send the initial UE-related message on another TNL association, including a parameter (#TNL) that identifies the new TNL association. If the TNL association does not yet exist, the RAN initiates establishment of the TNL association (step 3b) towards the TNL address provided in the previous step. RAN re-sends the initial UE-related message on the new TNL association (step 3c). The message is received by the AMF instance AMF 2, but this is transparent to the RAN.

4. The Core Network sends the subsequent downlink N2-AP messages on TNL association 2. In this as in all other downlink N2-AP messages the combined <AMF Instance><NG-TMSI> identifier allows the RAN to retrieve UE’s context. If step 4 was executed as a follow-up to step 2, the RAN takes note of the TNL association on which this message was received and uses it for future uplink N2-AP messages.
Proposal 2: NG-C/N2 interface supports multiple SCTP connections between gNB and AMF Group.
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Conclusions and proposals

In the present contribution we make the following observations:

Observation 1: NG-C/N2 shall support the case when the TNL IP address terminating the NG-C/N2 changes without UE interaction.

Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: in order to support NGC deployment in virtualized environment we propose not to expose individual AMF instances to RAN.

Proposal 2: NG-C/N2 interface supports multiple SCTP connections between gNB and AMF Group.
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