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1
Introduction

In R3-170681 a description of the challenges in standardising low layer interfaces is described. This TP for TR38.801 captures the aspects described in that paper.
Text Proposal to TR38.801

------------------------------------------First Change------------------------------------------
11.1.3.8
CU-DU specification aspects
Architectural aspects
The architecture of gNB with CU and DUs is shown in Figure 11.1.3.8-1. Fs-C and Fs-U provide C-plane and U-plane over Fs interface, respectively.

In this architecture, CU and DU can be defined as follows.
Central Unit (CU): a logical node that includes the gNB functions as listed in section 6.2 excepting those functions allocated exclusively to the DU. CU controls the operation of DUs.
Distributed Unit (DU): a logical node that includes, depending on the functional split option, a subset of the gNB functions. The operation of DU is controlled by the CU.
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Figure 11.1.3.8-1: gNB architecture with CU and DUs
Annex YYY - Considerations on Specification of RAN Internal Interfaces
This annex summarizes the aspects to be addressed in the standardization of CU-DU interface for the Low Layer split options.
Low layer split may physically separate a number PHY and MAC functionalities (e.g. beamforming and scheduling), so that the coordination between these functions must be realized by information exchange over the CU-DU interface. 
The exact information to be transferred depends on the algorithms adopted, physical placement of relevant functions and available transport network capacity. The information classes listed below are those identified so far as challenging to standardise and need to be further analysed based on the physical layer design for NR that will be defined in Rel-15
· Input to scheduler 

Scheduling algorithms have so far been implementation-specific and may require a different set of inputs, which may include (but are not limited to) QoS parameters, buffer status (both UL and DL for individual users), modulation and coding rates used, channel quality, beam management information. It needs to be noted that schedulers have so far been implementation specific, therefore, so far, the information needed to a scheduler have been left to implementation. For example, the PHY input to scheduler may be the entire channel matrix, instead of the SINR, especially in MU MIMO implementations. These inputs are collected from both PHY and MAC entities and may need to be exchanged over a DU-CU interface. The size of input depends on the number of users connected to the gNB. The number of users to be presented to the scheduler at one point in time is scenario- (micro, macro) dependent, time- (day, night) dependent and dependent on multi user scheduling coordination level at that point in time. 
· Physical layer measurements 

The meaning of SINR in beamforming is relativized: for example, the former link-specific SINR may become a conditional SINR, which depends on the set of co-scheduled users. UL SINR may depend on the reception algorithm adopted. For instance, the SINR in Interference Rejection Combining (IRC) can be defined via crude interference power, or interference power after the cancellation. Different number of quantization bits could be used, where the PHY measurement values could be a snapshot of the channel or a measurement set averaged over a period of time. Hence such measurement(s) and the algorithms associated with them need to be aligned and specified to enable multivendor interoperability.

· Scheduling
Some scheduler implementations may directly provide beamforming weights to the beamforming module, while other implementations may co-schedule the users with good SINR and let the beamforming module calculate appropriate weights. The high-level scheduling decisions, i.e. what fraction of resources should be allocated to which user, can be sent via CU-DU interface to the DU in various formats, which depend on implementation. For example, the stake of allocated resources can be expressed via the percentage of the rate or a percentage of usage of a particular channel. Each of these formats reflects a choice on how to manage resources. If such information needs to be sent in a standardised manner, both the scheduling algorithms using such information and the information itself would need to be standardised.

· Beamforming parameters

The beamforming calculation module calculates beamforming parameters and sends them to the beamforming execution module, which may be located either at CU or at the DU. In order to enable multivendor interoperability the location of functions, the beamforming management algorithm, the range of beamforming solutions and the information used for beamforming management need to be defined. Depending on the allocation of the beamforming execution module, input to beamforming execution may be explicit beamforming weights, which would need to be conveyed over the CU-DU interface. However, if the capacity over the CU-DU interface is not sufficient, the beamforming parameters can be given in the form of spatial angle of the beam, where the angle representation depends on the coordinate system used (e.g. polar, Cartesian). In scenarios with two or more close and mutually interfering users, in addition to the beam coordinates, the null towards the interferer must be coded and sent over the CU-DU interface. If transport network capacity allows, more bits can be used for quantization of beamforming parameters, giving way to better beamforming performance, otherwise fold back representations might be needed. All such representations are implementation dependent so far. If multivendor interoperability needs to be ensured the algorithms used for beamforming management and the information exchanged for such task shall be specified, covering all relevant conditions of CU-DU transport network interface conditions.

· MAC timing 

Task execution is subject to strict timing constraints, where task distributed between DU and CU may consist of several stages, which take different amounts of time to execute. The latter implies a hardware dependence for procedures run over the CU-DU interface because different hardware implementations will deliver different completion times for different processes, but some processes need to be prioritised over others. Therefore, the interface must enable dynamic and near real time negotiation of how much time each stage should take, where the aggregate processing time of all stages should not exceed the deadline. It is so far up to implementation how such processes need to be ordered so that appropriate functioning is guaranteed. To achieve multi-vendor interoperability the standard should specify the exact order of procedures to be used by MAC functions in a way that timing requirements are established for each process. Hardware capabilities would need to support such design. 
· Use of virtualised platforms 

Certain functionalities can be delegated to hardware instances on the opposite side of the CU-DU interface, which are equipped with hardware accelerators. In this case, in addition to the necessary inputs for the task in question, a set of descriptors must be sent over the interface (e.g. the bits to be processed, along with the signifier of the processing operation – channel code/modulation type etc.). These descriptors may come in various formats, depending on hardware and RAN implementation. In order to exploit such virtualisation advantages a standardised version of the CU-DU interface should support procedures for delegation of function processing and it should specify descriptors for such functions and processes.  
· Equipment upgrade

The CU-DU interface must accommodate the possibility of remote software upgrade for the hardware on antenna site. On the other hand, this feature is not ideal in scenarios with poor transport networks and complex DU, where only notification of the upgrade (performed via means not involving interface signalling) would be needed between DU and CU. Therefore, this feature implies that a standardised interface needs to support different ways of performing upgrades  

· Backward compatibility and new features

The range of possible new features supported by nodes across the CU-DU interface may be variegate. These features may require an exchange of a variety of feature-specific information over the CU-DU interface. This would require a CU-DU interface to detail feature specific information for coordination between the CU and DU. 
------------------------------------------End of Changes------------------------------------------
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