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1
Introduction
According to RAN3 TR, key principle for resource management between slices is described as follows [1],
Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

Editor’s note: How RAN handles the requirements coming from the service level agreements is to be discussed with SA2. 

Resource management between slices enables differentiated handling of traffic for different network slices. This contribution proposes possible details of resource management between network slices.
2
Discussions
Rather than always having a static split of resources on a per-slice level, it has been agreed that RAN should be free to apply the best RRM policy for the SLA in place to each supported slice. For traffic within the same slice it is assumed that the QoS configuration is enough for differentiating the traffic. But for traffic belonging to different slices (with different SLA) there is a need to further differentiate the traffic between slices.

This differentiation could be done in many different ways depending on the requirements of the operator. One example (just mentioned for illustration) could be to apply different priorities for different slices and e.g. apply a higher priority for some slices up to a certain throughput, and a lower priority above this throughput. 

A similar issue has already been discussed in the scope of RAN3 in RAN network sharing. As a reminder, the conclusion of this Work Item was that it could be up to implementation how the RAN is configured on how to handle the resource assignment between different operators. By adopting this principle also for resource management between slices, SLA for different network slices can be met with a minimized standardization efforts. 
The solution would require that RAN is configured with a set of different configurations for different network slices and also that RAN is able to map the traffic to one of these configurations. 

For “Selection of RAN part of the network slice” it is assumed that RAN is provided with a slice ID which identifies a preconfigured network slice. In the same way, this identifier can be used to point to a configuration containing enough information to enable RRM to meet the SLA for each slice. 
Proposal 1: RAN receives a slice ID that points to one configuration enabling RRM to apply the RRM policy needed to meet the SLA.
There is also an FFS as follows “It is FFS if RAN shall additionally support QoS enforcement independently per slice”. Our proposal would be to leave this also up to implementation. The RAN node will be configured to meet the SLAs. The RAN node could then select different strategies in congested situations, i.e. fulfil the SLA for the most important slice completely or partly fulfil for some and if trying to partly fulfil the SLA of several slices, the RAN could possibly enforce QoS in a coordinated way between slices. Therefore we propose to remove this FFS.
Proposal 2: Remove the FFS related to independently enforce QoS
3
Conclusions
This paper intends to give details of how RAN manages the radio resource between slices for differentiated handling of different network slices.
Proposal 1: RAN receives a slice ID that points to one configuration enabling RRM to apply the RRM policy needed to meet the SLA.
Proposal 2: Remove the FFS related to independently enforce QoS
We also propose to capture the text the annex in TR38.801
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8.1
Key principles for support of Network Slicing in RAN
Network Slicing is a new concept to allow differentiated treatment depending on each customer requirements. With slicing, it is now possible for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with each having different service requirements that govern in terms of what slice types each tenant is eligible to use based on Service Level Agreement (SLA) and subscriptions. 

The following key principles apply for support of Network Slicing in RAN
RAN awareness of slices
-
RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 

Editor’s note: It is still FFS if 3GPP will still additionally want to standardize a few basic slices and the network functions that comprise them (e.g. eMBB, Massive MTC).
Selection of RAN part of the network slice
-
RAN shall support the selection of the RAN part of the network slice, by a slice ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.

Editor’s note: How the UE gets this unambiguous slice ID is FFS and to be decided with SA2. The ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE.

Editor’s note: it is FFS how the RAN verifies that the UE is authorized to select the slice and when this verification happens. 

Editor’s note: It is FFS if the RAN may also select the slice based on specific resources accessed by the UE.
Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.


Support of QoS
-
RAN shall support QoS differentiation within a slice.


RAN selection of CN entity
-
RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice ID and a mapping in the RAN node (CN entity, slices supported). If no slice ID is received, the RAN selects the CN entity based on NNSF like function, e.g. UE temporary ID.

Resource isolation between slices
-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice

Editor’s note: Resource isolation needs to be clarified: It is unclear if resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is unclear if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.

Slice Availability
-
Whether a network slice is considered as a service and whether network slices are available over different cells of the RAN in a scattered or continuous way needs to be studied. As an example, the effects of network slice availability over idle and connected mode mobility shall be analysed.
8.x
Resource management between slices

To enable differentiated handling of traffic for network slices with different SLA:

· RAN is configured with a set of different configurations for different network slices

· To select the appropriate configuration for the traffic for each network slice, RAN receives a slice ID indicating which of the configurations applies for this specific network slice. 
