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1. Introduction
In the RAN3#93-bis meeting the group discussed two different options of defining the network interface for the Enhanced LWIP work item [1] (eLWIP): extending the Xw interface or defining a new interface for eLWIP. As the group generally acknowledged that both options are feasible, the selection of the best option should be based on considerations such as: standardization impact, implementation impact, future specification ease of maintenance and readability of the specifications. 
We believe that based on the above criteria defining a new interface is the best option and perhaps the only one feasible to implement in the limited time allocated for the eLWIP work item.
To further illustrate this point, elaborated on in more detail below, we provide a full set of pCRs for stage-2 [2], stage-3 control plane [3] and stage-3 [4], [5] user plane specifications which can be created to support eLWIP. If consensus is reached to move forward with the option proposed in the present paper, we believe that the eLWIP work can be completed in time for Rel-14, which may not be the case if a more complex option is selected.
2. Discussion
To begin, we first look at the requirements for the work at hand, coming from the RAN3 task captured in the RAN#73 meeting report [7]:

"Investigate  the information to be exchanged decide on how to support the connection between eNB and SecGW for LWIP operation as per SA3 request (RAN3) and whether this can be done via existing protocols;"

And the WID [1] objectives:

“-
Define LWIP flow control e.g. via reuse of the LWA framework (RAN3)

-
Define improvements to WLAN measurement framework e.g. as defined within eLWA WID (RAN3)”

And the WID [1] requirements:

“The enhanced LWIP (eLWIP) directly builds on Rel-13 LWIP framework without changes to the LWIP architecture”

“Solution shall support legacy WLAN deployments without any need for modifications to the deployed WLAN nodes.”

There are two immediate observations which can be made from the task agreed by RAN#73:
Observation 1: The termination point for the interface to be defined for eLWIP is the LWIP-SeGW.
Observation 2: The solution shall not change the LWIP architecture, which in particular means that no new nodes not used in the Rel-13 LWIP architecture shall be introduced.
Based on the above observations coming directly from the RAN#73 agreements it is evident that the interface to be defined shall be terminated at the LWIP-SeGW.

Proposal 1: The interface to be defined for eLWIP shall be terminated at the LWIP-SeGW.
User plane

Some considerations on pros and cons of both approaches (to define a new interface and to enhance Xw) have been discussed in RAN3#93-bis and captured in [6]. As the way forward was to look into both options in more detail, in the present paper we provide some additional considerations discovered while considering the stage-3 details of both options which give additional incentives to define a new interface for eLWIP.

In particular, we notice that the discussion so far has been limited to control plane aspects and therefore we start the inquiry by looking into user plane. While doing so, it is worth remembering the requirement from the WID [1]: “Solution shall support legacy WLAN deployments without any need for modifications to the deployed WLAN nodes.”. While of course this does not prevent a deployment option in which LWIP-SeGW and WLAN AP or AC are collocated, the requirement of no modifications to the WLAN nodes imposes certain restrictions on the functionality of the interface. 
Observation 3: in eLWIP, no changes to WLAN nodes shall be required.
One of the functionalities supported by the Xw interface and indeed required by the eLWIP WID [1] is the flow control. One may assume that the easiest way to do so is to reuse the existing functionality for both, however closer examination of LWA and LWIP reveals that the flow control functionality of them is substantially different. One of the reasons Xw flow control has been defined is to prevent PDCP HFN de-sync: “The Transfer of Downlink User Data procedure and the associated feedback of lost Xw-U packets assist the eNB in avoiding PDCP HFN de-synchronisation”. Since in LWIP the payload is not a PDCP PDU, but an IP packet, there is no problem of PDCP HFN de-sync to begin with.
Observation 4: one of the reasons for Xw flow control is to prevent PDCP HFN de-sync, which is not applicable to LWIP as LWIP payload is IP packet, not PDCP PDU.
One may remember the debates RAN3 had when discussing whether Xw DL Data Delivery Status shall indicate whether the packet has been successfully delivered to the UE or just transmitted towards a UE, which the conclusion that both options can be supported. In contrast, since in LWIP there is no integration between the LWIP-SeGW and the WLAN AP or AC and all the WLAN AP or AC see is the encrypted traffic, there is no possibility to indicate successful delivery of the DL PDU to the UE.
Observation 5: contrary to LWA, since in LWIP there is no integration between the LWIP-SeGW and the WLAN AP or AC, there is no possibility to indicate successful delivery of the DL PDU to the UE.
Another difference between LWA and LWIP is related to the flow control granularity. Even in LWA it was acknowledged, that some APs and ACs may not be easily upgraded to support per-bearer buffers. It is even more true in LWIP, where such upgraded is explicitly ruled out by the WID [1] requirement: “Solution shall support legacy WLAN deployments without any need for modifications to the deployed WLAN nodes.”. Therefore, in LWIP, per-bearer flow control is not possible and we may only define per-UE flow control.

Observation 6: since in LWIP any changes to the WLAN nodes are precluded, it is not possible to provide buffer status information on per-bearer basis – only per-UE buffer status reporting is possible.
It is obvious, but still worth pointing out that in LWA and LWIP the payload is different (PDCP PDU vs. IP packet, respectively) and also the one-to-one mapping between PDCP PDU SN and Xw SN is not possible.

Observation 7: in LWIP, the payload is different (PDCP PDU vs. IP packet, respectively) and also the one-to-one mapping between PDCP PDU SN and Xw SN is not possible.

Each and every of the above observed differences by itself can be resolved by careful inspection of Xw specs and elaborate wording. However, given the sheer amount of differences between LWA and LWIP in user plane, it is evident that best approach in terms of specification impact and also the one which is less prone to errors is to define a separate user plane interface for LWA and LWIP.

Proposal 2: based on the observations above illustrating numerous differences in LWA and LWIP user plane, it is proposed to define separate user plane interfaces, i.e. not to re-use Xw for eLWIP.
The proposed new specifications for data transport and user plane protocol are provided in [4] and [5].
Control plane

When inspecting the difference between re-using XwAp for eLWIP, the first obvious difference is that some of the Xw procedures (e.g. WT Association Confirmation) are not applicable to LWIP. Therefore, if we attempt to re-use it, we must carefully examine each procedure to decide, whether it applies to LWA only, to LWIP only or to both. In the latter case, we need to discuss whether all the IEs used in the procedure are applicable to both LWA and LWIP, if not – introduce procedural text to indicate so and if yes – discuss whether the IEs will be used differently for LWA and LWIP.

One important question to consider if we go this path is whether a deployment option in which LWA and LWIP are used simultaneously (not for the same UE, but in the same RAN) needs to be supported. Since there is no clear guidance in the WID on this option, this may result in either unnecessary long discussions or potential errors in the specifications. On the other hand, if different interfaces for LWA and LWIP are defined, this by definition allows all possible deployment options.
Observation 8: since it is not clear whether simultaneous deployment of LWA and LWIP in the same RAN should or should not be supported, the safest choice is to define separate interfaces, which would allow all possible deployment options.

Therefore, while we acknowledge that it is possible to re-use XwAP (with some enhancements) for LWIP, the least error prone option is to define separate interfaces.

Proposal 3: based on considerations similar to the ones elaborated on for user plane, we propose to define separate control plane interfaces and protocols for LWA and LWIP, which allow all possible LWA and LWIP deployment options.

Stage-2 specification
Currently LWA and LWIP have different architectures and are defined in different sections in the stage-2 TS 36.300 [8]. If we are to extend the Xw interface to support some LWIP functionality, it is not clear how this can be expressed in the LWIP architecture diagram, which does not have a WT node (and which cannot be changed, as the WID mandates no changes to the LWIP architecture) and the Xw interface as defined as terminated in the WT. 

It is, of course, possible to carefully review both LWA and LWIP sections and find a way to describe that in certain cases some Xw functionality may be applicable to LWIP, while being terminated at a completely different node. This, however, will create a rather obscure specification and better be avoided. It seems much cleaner to simply extend the LWIP section by adding the new interface terminated at the LWIP-SeGW node.
Observation 9: revising both LWIP and LWA stage-2 descriptions to describe that in certain cases some Xw functionality may be applicable to LWIP, while Xw being terminated in LWIP-SeGW rather than WT will create a rather obscure specification.

This observation is in line with our previous proposals to define separate control and user plane interfaces for eLWIP.

Future proof specifications

As both features will evolve, it would be much simpler, less error prone and more convenient to revise their functionality separately. This is because even though LWA and LWIP do share some common functions (e.g. measurements), the bulk of the functionality is different. It is therefore reasonable to assume that functionality added to one feature in the future may not necessarily apply to the other. If Xw interface is re-used, than for every feature added to LWA or LWIP in the future we will have to also study whether and how it is applicable to other one, if not – how to ignore it and if yes – how to make it work in potential deployments of both LWA and LWIP in the same RAN.
Observation 10: separate interfaces for LWA and LWIP are more future proof.

3. Conclusions and Proposals

In the present contribution we make the following observations:

Observation 1: The termination point for the interface to be defined for eLWIP is the LWIP-SeGW.

Observation 2: The solution shall not change the LWIP architecture, which in particular means that no new nodes not used in the Rel-13 LWIP architecture shall be introduced.

Observation 3: in eLWIP, no changes to WLAN nodes shall be required.

Observation 4: one of the reasons for Xw flow control is to prevent PDCP HFN de-sync, which is not applicable to LWIP as LWIP payload is IP packet, not PDCP PDU.

Observation 5: contrary to LWA, since in LWIP there is no integration between the LWIP-SeGW and the WLAN AP or AC, there is no possibility to indicate successful delivery of the DL PDU to the UE.

Observation 6: since in LWIP any changes to the WLAN nodes are precluded, it is not possible to provide buffer status information on per-bearer basis – only per-UE buffer status reporting is possible.

Observation 7: in LWIP, the payload is different (PDCP PDU vs. IP packet, respectively) and also the one-to-one mapping between PDCP PDU SN and Xw SN is not possible.

Observation 8: since it is not clear whether simultaneous deployment of LWA and LWIP in the same RAN should or should not be supported, the safest choice is to define separate interfaces, which would allow all possible deployment options.

Observation 9: revising both LWIP and LWA stage-2 descriptions to describe that in certain cases some Xw functionality may be applicable to LWIP, while Xw being terminated in LWIP-SeGW rather than WT will create a rather obscure specification.

Observation 10: separate interfaces for LWA and LWIP are more future proof.

Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: The interface to be defined for eLWIP shall be terminated at the LWIP-SeGW.

Proposal 2: based on the observations above illustrating numerous differences in LWA and LWIP user plane, it is proposed to define separate user plane interfaces, i.e. not to re-use Xw for eLWIP.

Proposal 3: based on considerations similar to the ones elaborated on for user plane, we propose to define separate control plane interfaces and protocols for LWA and LWIP, which allow all possible LWA and LWIP deployment options.
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