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Introduction
In last RAN3 meeting, the functions should be supported over the Xn interface was agreed. In this contrubution, we further analyze the Xn procedures and propose to capture the text proposal in the TR.
Procedures for Xn interface 
A list of functions to be supported for NR RAN is captured in TR [1]: 
The Xn-C interface supports the following functions:
-	Xn interface management and error handling procedures to manage the Xn-C interface;
-	Error indication;
-	Setting up the Xn;
-	Resetting the Xn;
-	Updating the Xn configuration data;
-	Xn removal.
-	UE connected mode mobility management: procedures to manage the UE mobility for connected mode between nodes in the New RAN;
-	Handover preparation;
-	Handover cancellation.
-	Dual connectivity: procedures to enable usage of additional resources in a secondary node in the New RAN.
Therefore, Xn-C should support the following procedures to support the above functions.
Interface Management 
Procedures are used to manage the Xn-C interface. 
The following procedures are needed:
· Xn Setup: procedure to exchange application level configuration data needed for two New RAN nodes
· Xn Configuration Updates: procedure to update application level configuration data needed for two New RAN nodes
· Reset: procedure to reset the Xn interface 
· Error Indication: procedure to report detected errors in one incoming message.
· Xn removal: procedure to remove the signaling connection between two New RAN nodes in a controlled manner
Handover Signalling Procedures
Procedures are used to manage the UE mobility for connected mode between New RAN nodes. 
The following procedures are needed:
· Handover Preparation: procedure to establish necessary resources in an eLTE eNB or a gNB for an incoming handover
· UE Context Release: procedure to indicate the radio and control plane resources for the associated UE context are allowed to be released.
· Handover Cancel: procedure to cancel an ongoing handover preparation or an already prepared handover
Tight Interworking：
Procedures to manage tight interworking between gNB and eLTE eNB for UE in connected mode. 
The following procedures are needed:
· IWK Addition: procedures to request the another New RAN node to allocate resources for tight Interworking operation for a specific UE
· IWK Modification: procedures to modify the UE context for a specific UE.
· IWK Release: procedures to initiate the release of the resources for a specific UE.
· IWK Reconfiguration Completion: procedures to provide information whether the requested configuration was successfully applied by the UE.
Proposal: It is proposed to discuss the list of procedures in section 2 and agree the text proposal for TR38.801.
Conclusions
This paper discusses the Xn functions and procedures needed to support the New RAN functions. The following is proposed:
Proposal: It is proposed to discuss the list of procedures in section 2 and agree the text proposal for TR38.801.
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7.3.1	Xn Interface
7.3.1.2	Xn Interface Functions
Xn Interface Functions
The Xn-C interface supports the following functions:
-	Xn interface management:  and error handling proceduresThe functionality to manage the Xn-C interface;
-	Error indication;
-	Setting up the Xn;
-	Resetting the Xn;
-	Updating the Xn configuration data;
-	Xn removal.
-	UE connected mode mobility management: procedures The functionality to manage the UE mobility for connected mode between nodes in the New RAN;
-	Handover preparation;
-	Handover cancellation.
-	Tight interworkingDual connectivity: procedures The functionality to enable usage of additional resources in a secondary node in the New RAN.
The Xn-U interface supports the following functions:
-	Data forwarding
-	Flow control

7.3.1.x	Xn Interface Procedures
To support the functions listed in Section 7.3.1.2 the Xn interface should support the following procedures. The procedures are classified in different categories.
Interface Management procedures
· Xn Setup: To exchange application level configuration data needed for two New RAN nodes
· Xn Configuration Updates: To update application level configuration data needed for two New RAN nodes
· Xn Reset: To reset the Xn interface 
· Error Indication: To report detected errors in one incoming message
· Xn removal: To remove the signaling connection between two New RAN nodes in a controlled manner
Handover Signalling Procedures
· Handover Preparation: To establish necessary resources in an eLTE eNB or a gNB for an incoming handover
· UE Context Release: To indicate the radio and control plane resources for the associated UE context are allowed to be released
· Handover Cancel: To cancel an ongoing handover preparation or an already prepared handover
Tight Interworking：
· IWK Addition: To request the another New RAN node to allocate resources for tight Interworking operation for a specific UE
· IWK Modification: To modify the UE context for a specific UE
· IWK Release: To initiate the release of the resources for a specific UE
· IWK Reconfiguration Completion: To provide information whether the requested configuration was successfully applied by the UE

[bookmark: _Toc465269060]7.3.1.3	Xn Control Plane
The Xn control plane interface (Xn-CP) is defined between two neighbour New RAN nodesNR gNBs. The control plane protocol stack of the Xn interface is shown on Figure 6.3.3.1.3-1 below. The transport network layer is built on SCTP on top of IP. The application layer signalling protocol is referred to as Xn-AP (Xn Application Protocol).


Figure 6.3.3.1.3-1: Xn Interface Control Plane
NOTE 1:	The working assumption is that the transport protocol of Xn-CP is SCTP.
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