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1
Introduction
In last meeting, the use cases on backhaul long latency issue was agreed ([1]). This contribution analyses the possible solutions.
2
Detailed analysis

The following issue was agreed in previous meeting:

X.y issue description for the long backhaul latency
The issue may arise in cases where the distance between the RAN and the node hosting the application content is long or the number of routers on this route is high. In these cases long transportation latency may be experienced. Consequently certain kinds of service may be impacted significantly due to the long latency. For example, backhaul delay increases the TCP RTT, therefore if TCP is configured in a way that it cannot cope with such delays, TCP throughput can be affected.
The direct impact from the long backhaul latency is the bad user experience. The user may need to wait for relatively long time to get the reply after the UE send out the request. Local breakout only helps if the application server is closed to the RAN. However, it is not practical to move all the application server close to RAN for two reasons 
·  the UE can access the server from anywhere of the operator’s network. Moving the application server to a specific location still cause long latency for UEs in other locations.

· There are many application servers, especially more and more new applications are being introduced every day. 

So a possible solution is to introduce local content caching at the edge of the RAN. It is worthy to note that the content is usually many times consumed at about the same time in the same geographical area. A local cache server can store locally the most popular content that is consumed in the geographical area and once requested then provide the content from the local cache. In that case there is no need to transfer the content over core network and therefore significant savings in the backhaul capacity can be achieved. In addition to capacity savings, the download times to receive the content can be greatly reduced. Content caching has the potential to reduce the backhaul capacity requirements up to 35 %, and can reduce web page download time by 20% ([3]). 
A possible diagram is shown as below:
[image: image1.emf]
Figure 1 – example for local caching
Proposal 1: Local caching is a solution to address long backhaul latency
The following sections describe possible options for local caching.

2.2 
Collocated Cache server
In this option, the local cache server is collocated in the eNB. The example was described in ([2]), which is copied as below:
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Figure 2 – collocated cache server
This option may not require any changes to the standard, and can be considered as the eNB’s implementation issue. 
2.3 
Standalone Cache server after P-GW

In this option, the standalone cache server connects to the P-GW, or L-GW. Current standard already supports SIPTO. The SIPTO function allows two options: 
· SIPTO above RAN: it can be achieved by selecting a set of GWs (S-GW and P-GW) that is geographically/topologically close to a UE's point of attachment.
· SIPTO@LN: it can be achieved by selecting a L-GW collocated in the eNB, or a standalone GW in the RAN. 
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Figure 3 – standard cache server after P-GW
This option may not require any changes to the standard, and can be considered as operator’s deployment option. 
2.4 
Standalone Cache server in the middle of S1-U

In this option, the cache server is in the middle of the S1-U. The cache server intercept the S1-U packet, and generate the replay in case a match is found in the cache server. 
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Figure 4 – standard cache server in the middle of S1-U
In order for the Cache Server intercept the S1-U packet, eNB, Cache Server and SGW need to be aware of the related UL/DL F-TEID. 

·  For UL: eNB need to know the UL F-TEID in the Cache Server. Cache Server need to know the UL F-TEID in the SGW. 
·  For DL: SGW need to know the DL F-TEID in the Cache Server. Cache Server need to know the DL F-TEID in the eNB. 
Regarding the control plane, it may require further analysis on how it can be implemented, e.g. whether the Cache Server is a S1-C proxy between the eNB and MME.  

2.5 
Standalone Cache server off the S1-U path
In this option, the cache server is in a separate user plane. 
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Figure 5 – standard cache server off the S1-U path
Option 1: When the eNB receives the UL packet from the UE, the eNB may extract the IP packet and send it to the Cache Server. In case a hit in the Cache Server, cache server return the content to eNB. The eNB will not send the UL packet to the SGW. In case a miss in the Cache Server, based on the feedback from Cache Server, the eNB send the UL packet to SGW just like normal UL packet. Once the eNB receive the DL packets from the SGW, the eNB send the content to the Cache Server for cache. There are some issues to be solved:

· How can the eNB know whether there is a hit or miss in the Cache Server? Is the feedback from Cache Server carried in CP signalling or UP data?
· In case miss, how can the Cache Server cache the content received from the eNB through SGW?
Option 2: The Cache Sever exchanges the list of the content it stores with eNB. When the eNB receives the UL packet from the UE, the eNB extracts the IP packet and sends it to the Cache Server if the requested content falls into the list. Cache Server then returns the content to eNB. Otherwise, the eNB send the UL packet to SGW just like normal UL packet. These are some issues to be solved:
· How to build up the content list?
· Is the content list carried by CP signalling or UP data?
For both options, it requires further analysis on the interface between eNB and Cache.
We propose to consider these options to address the long backhaul latency issue. Further analysis is needed to address above mentioned issues, and other issues, e.g. how to support encrypted content, charging and LI, etc. 
Proposal 2: capture these options in the TR to address the long backhaul latency issue.
Proposal 3: RAN3 to study which option(s) should be standardized and which option(s) could be supported by implementation.
4
Summary
This contribution analyzed the possible implementations for local caching. Our proposals are
Proposal 1: Local caching is a solution to address long backhaul latency
Proposal 2: capture these options in the TR to address the long backhaul latency issue.  
Proposal 3: RAN3 to study which option(s) should be standardized and which option(s) could be supported by implementation.
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