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1
Introduction
In the SON for eCoMP study item description [1] is stated: “Furthermore, not only the cell layout irregularities but also the traffic irregularities play an important role in terms of seeing gains from CoMP, i.e. only if users are staying at the cell edge, CoMP gains do become visible. The efficiency of CoMP depends heavily on the traffic load situation as well as on the spatial user distribution, i.e. an unpopulated cell edge does not need to be within a CoMP set.”
In this paper we therefore reiterate our proposal to cover the scenario of variation of spatial UE distributions in the present study, by an associated use-case and two possible solutions.
2
Discussion
The SID [1] indicates that “an unpopulated cell edge does not need to be within a CoMP set”, and similarly that CoMP gains only become visible for users staying at the cell edge. It is therefore important that coordination area (CA) borders do not coincide with traffic-loaded cell edge areas, and it is also obvious that pre-planned CAs may not be optimal because the spatial UE distribution will typically change during the day and potentially follow different patterns e.g. depending on the day of the week. 
In line with the SID, we therefore propose to capture in the TR a use-case where CA creation or adaptation is covering variation of the UE traffic distribution.
Proposal 1: Capture in the TR a use-case where CA creation or adaptation is covering variation of the UE traffic distribution
As discussed in the problem analysis paper [6], the optimization of CA in terms of matching them to the spatial user distribution in the serving area is related to the network-centric approach. Different kinds of solutions may be imagined to handle this use case, e.g. by selecting the CAs so that:
· as many UEs as possible, and in particular cell edge UEs, are served by a CA composed of its n strongest cells where n should be kept minimal to minimize complexity
· inter-CA borders are avoided in areas with high concentrations of UEs.
Below we describe two solutions that can achieve this (solution 1 being described in [2]):
· Solution 2 – CAs are updated according to the spatio-temporal user distribution
· Solution 3 – Allocation of shifted CAs so that the border zones between adjacent CAs are covered by overlapping CAs
Solution 2 works as indicated in Fig. 1 – the CA allocation will adapt in order to avoid concentrations of UEs on the inter-CA border. The following information on the X2 interface may help to enable such functionality:
Information to be provided to relevant eNB serving the detected interfering cell in case of distributed solution or to a central SON entity in case of centralized solution:

· reporting per UE or per group of closely located UEs for the purpose of providing information about the spatial UE/traffic distribution: 
· location within the cell, or use RSRP fingerprint (strongest cells) 
· n (e.g. 3) strongest cells

· traffic load
· X2 characteristics (per X2 interface) for the purpose of determining the suitability of the backhaul which might represent a constraint for the decision to adapt the CA.
Based on this, the CA update is decided either in a distributed or centralized manner, taking into account the statistical significance of the reported spatial UE distribution.  The CA (re-)allocation decision (designation of central unit and cooperating eNBs / TPs) may be signaled in the same way as described for solution 1 (in [2]).
Proposal 2: Capture in the TR a solution based on adaptive coordination areas (TP in annex).
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Fig. 1: Principle of CA adaptation for solution 2.

For solution 3, the principle of shifted CA allocation is indicated in Fig. 2 – the allocated CAs are shifted such that borders between adjacent CAs will be served by an overlapping CA. In such approach, a given CA will use a subset of the available time/frequency resources, hence a need for partitioning of scheduler resources between the CAs. This can be seen as a combination of network-centric and user-group centric approach by assigning different UE group to different CA layers. The resource split between CA layers could be static, because the the eNB scheduler anyway maintains full scheduling flexibility for each UE, i.e., it can schedule any UE in any one of the overlapping CA layers. Obviously putting an UE into the best fitting CA achieves highest performance for this UE, but the UEs close to the transmission point (for random UE distributions about 40%) can be scheduled in any CA. Another part of the UEs can be scheduled in at least two different CAs with similar performance. Still semi static resource split,  i.e. adaptation on long term basis enabled by inter-eNB signaling, would further improve CoMP gains in deployments where it turns out that capacity demands are particularly high in some of the overlapping CAs. 
Overlapping CA layers combines the advantage of network- and user-centric methods on expense of resource separation, which might cause some UE throughput limiting effect. Therefore, the second layer should be activated only when needed. To decide about the activation / de-activate in a certain area the information about spatial user distribution as discussed for solution 2 is beneficial, too. However, in contrast to update the CA pattern as a whole, the SON function may decide to activate/de-activate another CA layer. 
Proposal 3: Capture in the TR a solution based on overlapping coordination areas (TP in annex).
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Fig. 2: Solution 3 - edges of the triangles show cooperating transmission points serving a given CA. From left to the right, figures show one, two, three and five CA shifts.

3
Conclusion
We have described two solutions for SON based handling of coordination areas, and make the following proposals:

Proposal 1: Capture in the TR a use-case where CA creation or adaptation is covering variation of the UE traffic distribution.
Proposal 2: Capture in the TR a solution based on adaptive coordination areas (TP in annex).
Proposal 3: Capture in the TR a solution based on overlapping coordination areas (TP in annex).
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<<< TP start >>>
5.2
SON for eCoMP use-cases 

5.2.1
Use-case description: Change in X2 backhaul characteristics due to load

This use-case is triggered by the CoMP controlling unit (CCU) (centralized case) or involved eNBs (distributed case).

The purpose of this use-case is to maintain maximum average and cell edge User Packet Throughput gain following changes in X2 capacity available for inter-eNB CoMP.

5.2.x1
Use-case description: Spatio-temporal traffic variation
This use-case is triggered by the CoMP controlling unit (CCU) (centralized case) or involved eNBs (distributed case).

The purpose of this use-case is to maintain maximum average and cell edge User Packet Throughput gain following changes in the spatio-temporal UE distribution.

6
Potential solutions

6.x2
Solution #2: Adaptive Coordination Areas
6.x2.1
Solution description

6.x2.1.1
Functional aspects
This solution is based on adaptation of the allocated CAs according to the spatio-temporal UE distribution. The principle of operation is illustrated in Fig. f1. Information of UE distribution is exchanged on X2, and a node in charge of coordination adapts the CA allocation in order to avoid concentrations of  UEs on inter-CA borders. 

[image: image3]
Fig. f1: Principle of CA adaptation for solution 3.

6.x2.1.2
Analysis of protocol impacts

6.x2.1.2.1
Overview

Information exchanged on the X2 interface for this solution:

· reporting per UE or per group of closely located UEs for the purpose of providing information about the spatial UE/traffic distribution: 

· location within the cell

· n (e.g. 3) strongest cells

· traffic load

(further detailed in clause 6.x2.1.2.2)

· CA allocation decision (designation of central unit and cooperating eNBs / TPs): same as for solution 1
6.x2.1.2.2
Information about UEs

X2 Resource Status Reporting procedures currently supports RSRP measurements per UE. The reporting doesn’t include any explicit information about the bandwidth or resource usage per UE, so addition of such information may be beneficial in order to prioritize between UEs. Otherwise the reporting eNB2 will implicitly provide such information by only including RSRP reports for UEs with resource usage above a threshold.

Nor is signalling of the UE location within the cell explicitly supported. However some position information may be derived from the already supported information, like RSRP measurement towards the serving (reporting) cell and RSRP measurements towards neighbour cells.
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  eN B 1   eN B 2    

RESOURCE STATUS  UPDATE   ( list of < RSRP measurements,  [ resource usage], [location  information]> per served UE)  


Fig. x: Resource Status Reporting procedure conveying information about UEs.

6.x2.2
Solution evaluation

6.x3
Solution #3: Layered Coordination Areas

6.x3.1
Solution description

6.x3.1.1
Functional aspects
This solution is based on layered CA allocation as indicated in Fig. f2, where the allocated CAs are shifted so that borders between adjacent CAs are also covered. The layered CAs are either allocated manually based on network planning tools or allocated in an automated way based on Solution 2, enhanced with functionality for inter-CA interference reduction. Layered CAs present the advantage of reducing inter-CA interference by decoupling of adjacent CAs that operate on the same time/frequency resources by Tx power reduction and down-tilting of DL transmission pointing out of the CA (e.g. outgoing beams). Cell-edge coverage in such areas is kept based on maintained power/tilt of resources allocated to overlapping CAs. 

Each CA will use a subset of the available time/frequency resources, hence a need for partioning of scheduler resources between the CAs. The resource split between CAs could be static, because the the eNB scheduler anyway maintains full scheduling flexibility for each UE, i.e., it can schedule any UE in any one of the overlapping CAs. Obviously putting a UE into the best fitting CA achieves highest performance for this UE, but the UEs close to the transmission point (for random UE distributions about 40%) can be scheduled in any CA. Another part of the UEs can be scheduled in at least two different CAs with similar performance. Still semi-static resource split,  i.e. adaptation on long term basis enabled by inter-eNB signaling, would further improve CoMP gains in deployments where it turns out that capacity demands are particularly high in some of the overlapping CAs. 
6.x3.1.2
Analysis of protocol impacts

6.x3.1.2.1
Overview

Information exchanged on the X2 interface for this solution:

· Reporting per CA for the purpose of semi-static resource split adaptation:

· number of UEs / associated traffic load for which the CA is a suitable CA

(further detailed in clause 6.x3.1.2.2)

· Resource allocation decision per CA, including possible update

(further detailed in clause 6.x3.1.2.3)

6.x3.1.2.2
CA resource usage reporting

As described in clause 6.x3.1.1 the purpose of resource reporting per CA is to enable resource split adaptation between the CA layers. One option is to use the Resource Status Reporting procedure. The legacy procedure enables the reporting eNB to report load (PRBs) per cell, using periodical reporting. CA load reporting would require to report load within specific scheduling resources within the cell, while at the same time accumulate the load in the cells belonging to the same CA. The reporting eNB might accumulate the load figures for its served cells belonging to the same CA, but the node responsible for the resource split, receiving the reports, would still need to accumulate load figures coming from different eNBs.

Another option is to use the Load Indication procedure, which may be used on an event-triggered basis e.g. for collection of longer-term statistics for resource usage per CA, hence reducing the amount of signalling.

6.x3.1.2.3
CA resource allocation

Information about update resource split between CA layers the coordination area allocation decision would be sent by the node responsible for the resource split towards eNBs acting as central units and cooperating eNBs. The same signalling mechanism as chosen for the initial CA allocation (Solution 2, clause 6.x2.1.2.3) may be used, e.g. a new  class 1 procedure as illustrated in Fig. x.


[image: image5.emf] 

  eN B 1  

COOPERATION AREA   UPDATE   (resource split information)  

eN B 2    

COOPERATION AREA UPDATE   ACKNOWLEDGE  


Fig. x: Example of new procedure conveying information about updated CA resource split.

6.x3.2
Solution evaluation

<<< TP end >>>
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