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1 Introduction
At RAN3#93 the separation between Control Plane (CP) and User Plane (UP), captured as a RAN requirement in [1], was extensively debated. Proponents of [2],[3] put emphasis on the need for a functional separation between CP and UP, which builds upon a standardized open interface between the CP and UP. The agreed way forward from such discussion was that of providing a separate section in [4] that is dedicated to CP-UP separation.
The intention of this document is to provide a text proposal for the afore-mentioned section, including a list of motivations for CP-UP separation, an example of grouping for CP and UP functions according to current status, and related reference architecture to implement such separation.
2 Discussion
Motivation and Analysis of CP-UP Functional Separation
As proposed in [2], CP/UP separation for NR should consist of a functional split between CP functions and UP functions. Next Generation networks will see an increasing use of very dense deployments where user terminals will be able to connect to multiple transmission points (i.e. Distributed Units, DU’s) simultaneously.
A centralized node (i.e. Centralized Unit, CU), which is able to control and coordinate a large number of DU’s, is beneficial to the overall RAN performance. Beside the split between DU’s and CU’s, a logical separation between CP and UP enables:
· A centralization of CP functions (at the CU) controlling different transmission points (at the DU’s), which would achieve better radio performance thanks to a common implementation of multi-connectivity, joint transmission/reception, interference coordination and user mobility handling.
· Deployment scenarios where the CP functions are likely to be more centralised while in other deployment scenarios the CP functions are more distributed, as basis for this, also communication between parts of the CP entities (located at different locations) must be possible.
· Flexibility to operate and manage complex networks as simply as possible, allowing rapid adaptation to different network topologies, resources and new service requirements.
· Alignment with SDN concept that would result in a functional decomposition of the radio access, based on a de-coupled architecture between user and control plane entities.
· Support for network slicing concepts that also involve functional decomposition of access network functions enabling an adaptation of specific functions depending upon network slice.
· Independent scaling and realization for control and user plane functions operation.  
· Support of multi-vendor interoperability where a CU is interoperable with different DU implementations.
Taking into account the above considereations there is a demand to define a set of functions of the control plane which:

· Interface between CP and UP in order to configure UP functions in the network.

· Interface between CP functions 
· between CP functions geographically distributed.

· of a network entity and the CP functions of the device (i.e. via the Uu interface a la RRC).
In practice the benefit of CP-UP separation needs to be traded off against the latency sensitivity of different CP functions given practical transport delays or the needed computational efforts. When identifying CP functionalities it is worthwhile grouping these into different logical sets based on different performance requirements, how the functions are distributed across the networks, and transport delays. The following criteria can be used to identify and group the CP functions:

· Latency: it gives an indication of delay tolerance that can be allowed to perform certain CP functions. For example, RRC and SON-related functionalities (mobility control, load balancing, broadcast info, inter-cell interference coordination, etc.) might tolerate delays ranging from several ms to seconds, whereas other functions need to act on TTI granularity require much faster responses. The latter functions are sometimes referred to as “synchronous” CP functions [6] . 
· Network vs user-specific: it should be possible to distinguish between common CP functions and the ones dedicated to single users. For example, load balancing between different cells/technologies, system information broadcast, and admission control can be considered as network-specific functionalities. As another example, user-specific functionalities could include multi-connectivity control, mobility control and measurements, positioning, network slicing and QoS control, and so on.

· RAT-specific: CP functionalities might differ if different RATs (LTE, NR) are considered and this might also be extended to interworking with non-3GPP technologies.  
Observation 1
Logical separation between and within UP and CP can bring additional flexibility in managing and operating dense network scenarios as well as enabling a multi-vendor ecosystem.
Observation 2
Control functions could be grouped based on latency requirements, on network and user-specific control, and on selected RAT.
Grouping of CP and UP functions
Until now the RAN3 discussion on functional splits have focussed mainly on the UP protocol stack between CU and DU. RRC is sometimes placed at the top of the stack, but the RRM CP functions that manage the radio resources have not been clearly identified. To fully identify the whole set of CP and UP functions, RAN2 should also be involved as its work on NR protocol stack progresses.
By considering LTE as a starting point, the functions currently listed by RAN3 in [1] might be augmented and aligned with the RRM functionalities defined in [5] so that LTE RRM functions can be reviewed and re-used for NR when appropriate. Following up on the example presented in [3], a proposal for grouping CP and UP functions is proposed below:
	Control plane RAN functions
	
	NR RAN Specific functions

	
	User plane RAN functions

	Mobility control functions:

-
Handover

-    Dedicated cell reselection
	
	Network slicing support
	
	Transfer of user data

	Inter-cell interference coordination
	
	Tight interworking with LTE
	
	Radio channel ciphering and deciphering

	Connection setup and release
	
	Multi-connectivity
	
	Integrity protection

	Load balancing
	
	LTE-NR handover
	
	Header compression

	NAS node selection function
	
	Contacting UEs in inactive mode
	
	

	Synchronization
	
	Direct services support
	
	

	Radio access network sharing
	
	Interworking with non-3GPP systems
	
	

	Radio Bearer Control (36.300, Sec. 16, RRM)
	
	
	
	

	Radio Admission Control (36.300, Sec. 16, RRM)
	
	
	
	

	Inter-eNB CoMP (36.300, Sec. 16, RRM)
	
	
	
	

	Dynamic Resource Allocation (DRA) - Packet Scheduling (PS) (36.300, Sec. 16, RRM)
	
	
	
	


It is worthwhile noting that the list above is a preliminary attempt to separate control plane and user plane functions. Further clarifications might be needed for some of the listed functions (e.g. multi-connectivity, interworking with non-3GPP systems, etc.) as they might involve both CP and UP. 
Such a table can be considered the starting point to investigate in detail the functional separation of UP and CP from a performance and architectural perspective, and to further group CP functions. An important basis for selecting the control plane functions is to identify those involved in the allocation of access network resources (e.g. which transmission points to link to a particular UE, or which resource blocks to allocate to a particular UE).
For example, the separation of some CP functions, like Dynamic Resource Allocation, from the UP will furthermore be challenged both by the tight timing constraints and the diverse interactions required with other functions to ensure high performance. Given these challenges as well as the shortened time available to complete the Rel-15 specifications, the separation of some such functions could be done in phased way within a later release [2].  

Proposal 1
Discuss the grouping of CP and UP functions and agree on a text proposal for TR 38.801
NR RAN architecture with C-Plane/U-plane Separation
The functional split between CP and UP also raises the issue of whether or not an open interface between CP and UP needs to be standardized. As already stated in [2], our view is that an open standardized interface is instrumental to ensuring multi-vendor interoperability and fully realizing the functional decomposition between CP and UP. Additionally, through the use of Network Function Virtualization (NFV), CP and UP functionalities might either be located in different physical locations, or be logically separated in the same location. 
The simplest reference architecture introducing the CP-UP separation is the one proposed in [3] and illustrated in Figure 1. It can be seen that a standardize interface between CP and UP is identified. As an alternative, a more general reference architecture including CU-DU splits and CP-UP separation can also be envisaged by introducing additional interfaces between the various control plane and user plane, distributed and centralised functions.  
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Figure 1:  Baseline architecture of NR RAN with split C-plane and U-plane

Proposal 2
Capture reference architecture for CP-UP separation in TR 38.801 as proposed in Figure 1.

3 Conclusion

This contribution has discussed different aspects related to CP-UP separation and the following conclusions can be drawn:

Observation 1
Logical separation between UP and CP can bring additional flexibility in managing and operating dense network scenarios as well as enabling a multi-vendor ecosystem.
Observation 2
Control functions could be grouped based on latency requirements, on network and user-specific control, and on selected RAT.

Proposal 1
Discuss the grouping of CP and UP functions and agree on a text proposal for TR 38.801.
Proposal 2
Capture reference architecture for CP-UP separation in TR 38.801 as proposed in Figure 1.


Based on the above considerations, a text proposal for Section 6.1.3 of TR 38.801 is provided in Section 4 to address both grouping of CP and UP functions as well as related architecture.
Proposal 3
Agree on Text Proposal for TR 38.801 as proposed in Section 4.
4 Text Proposal for TR 38.801

--------------------------------------------Start of text proposal---------------------------------------------

6.1.3 UP-CP Separation
Next Generation networks will see an increasing use of very dense deployments where user terminals will be able to connect to multiple transmission points (i.e. Distributed Units, DU’s) simultaneously.

A centralized node (i.e. Centralized Unit, CU), being able to control a larger number of transmission points, i.e. DU’s, and thus being able to coordinate resources among those DU’s is beneficial, to increase the overall efficiency of the network. At the same time separating CP and UP and allocating them in the CU’s hosting the C-Plane functions and and DU’s hosting the UP functions would enable the following opportunities:
· A centralization of CP functions (at the CU) controlling different transmission points (at the DU’s), which would achieve better radio performance thanks to a common implementation of multi-connectivity, joint transmission/reception, interference coordination and user mobility handling.
· Deployment scenarios where the CP functions are likely to be more centralised while in other deployment scenarios the CP functions are more distributed, as basis for this, also communication between parts of the CP entities (located at different locations) must be possible.
· Flexibility to operate and manage complex networks as simply as possible, allowing rapid adaptation to different network topologies, resources and new service requirements.

· Alignment with SDN concept that would result in a functional decomposition of the radio access, based on a de-coupled architecture between user and control plane entities.
· Support for network slicing concepts that also involve functional decomposition of access network functions enabling an adaptation of specific functions depending upon network slice.
· Independent scaling and realization for control and user plane functions operation.  
· Support of multi-vendor interoperability where a CU is interoperable with different DU implementations.
Taking into account the above considereations there is a demand to define a set of functions of the control plane which:

· Interface between CP and UP in order to configure UP functions in the network.

· Interface between CP functions 

· between CP functions geographically distributed.

· of a network entity and the CP functions of the device (i.e. via the Uu interface a la RRC).

Editor’s note: This section should capture an analysis on UP-CP separation based on identification of UP and CP functions, justification of the benefits in separating such functions into separate RAN entities and whether a dedicated RAN architecture for support of UP-CP separation is beneficial and feasible
6.1.3.1
UP and CP Functions Description and Grouping
When identifying CP functionalities it is worthwhile grouping these into different logical sets based on different performance requirements, how the functions are distributed across the networks, and transport delays. The following criteria can be used to identify and group the CP functions:

· Latency: it gives an indication of delay tolerance that can be allowed to perform certain CP functions. For example, RRC and SON-related functionalities (mobility control, load balancing, broadcast info, inter-cell interference coordination, etc.) might tolerate delays ranging from several ms to seconds, whereas other functions need to act on TTI granularity require much faster responses. The latter functions are sometimes referred to a “synchronous” CP functions. 
· Network vs user-specific: it should be possible to distinguish between common CP functions and the ones dedicated to single users. For example, load balancing between different cells/technologies, system information broadcast, and admission control can be considered as network-specific functionalities. As another example, user-specific functionalities could include multi-connectivity control, mobility control and measurements, positioning, network slicing and QoS control, and so on.

· RAT-specific: CP functionalities might differ if different RATs (LTE, NR) are considered and this might also be extended to interworking with non-3GPP technologies.  
Considering LTE as a starting point, the functions currently listed by RAN3 in 3GPP TR 38.913 might be augmented and aligned with the RRM functionalities defined in 3GPP TS 36.300 so that LTE RRM functions can be reviewed and re-used for NR when appropriate. Following up on the example presented in [3], a proposal for grouping CP and UP functions is proposed below:
	Control plane RAN functions
	
	NR RAN Specific functions

	
	User plane RAN functions

	Mobility control functions:

-
Handover

-    Dedicated cell reselection
	
	Network slicing support
	
	Transfer of user data

	Inter-cell interference coordination
	
	Tight interworking with LTE
	
	Radio channel ciphering and deciphering

	Connection setup and release
	
	Multi-connectivity
	
	Integrity protection

	Load balancing
	
	LTE-NR handover
	
	Header compression

	NAS node selection function
	
	Contacting UEs in inactive mode
	
	

	Synchronization
	
	Direct services support
	
	

	Radio access network sharing
	
	Interworking with non-3GPP systems
	
	

	Radio Bearer Control (36.300, Sec. 16, RRM)
	
	
	
	

	Radio Admission Control (36.300, Sec. 16, RRM)
	
	
	
	

	Inter-eNB CoMP (36.300, Sec. 16, RRM)
	
	
	
	

	Dynamic Resource Allocation (DRA) - Packet Scheduling (PS) (36.300, Sec. 16, RRM)
	
	
	
	


Editor’s note: This section should capture a description of possible CP and UP functions, potential grouping of such functions taking into account possible RAN internal architectures and the benefits of such grouping schemes

6.1.3.2
RAN architecture and interfaces for UP-CP Separation
The functional split between CP and UP also raises the issue of whether or not an open interface between CP and UP needs to be standardized. An open standardized interface need to be understood as instrumental to ensuring multi-vendor interoperability and fully realizing the functional decomposition between CP and UP. Additionally, through the use of Network Function Virtualization (NFV), CP and UP functionalities might either be located in different physical locations, or be logically separated in the same location. 
The simplest reference architecture introducing the CP-UP separation is the one proposed in [3] and illustrated in Figure 1. It can be seen that a standardize interface between CP and UP is identified. As an alternative, a more general reference architecture including CU-DU splits and CP-UP separation can also be envisaged by introducing additional interfaces between the various control plane and user plane, distributed and centralised functions  
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Figure XXX:  Baseline architecture of NR RAN with split C-plane and U-plane

Editor’s note: This section should capture an analysis of whether it is beneficial and feasible to define specific RAN architectures and interfaces to support CP-UP separation
--------------------------------------------End of text proposal---------------------------------------------
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