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1
Introduction
According to previous email discussion on the topic “RAN support for network slice selection” in SA2, in case a RAN node cannot support all deployed network slices, RAN announcing slice availability raised wide discussions and a significant number of companies conveyed that this issue may depend on discussion in RAN [1]. At last RAN3 meeting, slicing mobility was put forward in [2] by indicating what each cell/gNB supports in terms of tenants and/or slice types. This issue is also related to SA2 Work Task ID 2 for Key Issue#17 – Network Discovery and Selection Framework, in particular how to ensure the UE selects a network that provides the slice that the UE wants/needs [3] as follows.
	Work Task ID
	Work Task(s)
	Work Task Description

	NDS_WT_#2
	Network discovery and selection information provided by the NDS Function
	2.3 How to support PLMN selection based on operator policy including network supported services /slices, specific traffic type (from a specific application or service), multiple radio capability, level of trust and preferred partners (TR 22.864, subclause 5.6.2)
NOTE: It is FFS based on the progress of the work in the other KIs on  how network discovery and selection relates to network slicing, in particular how to ensure the UE selects a network that provides the slices that the UE wants/needs.


The intention of this paper is to raise the related discussion following the SA2 email discussion and to capture RAN support of network slice discovery for slicing-based mobility in RAN3 TR [4].
2
Discussion
2.1
Deployment scenarios of network slices
In practise, it is deemed that network slicing deployment may be driven by factors of business and planning. From the perspective of business considerations, some network slices are assumed to be accessible in an area for specific purposes, such as for an industrial park or a building belonging to a tenant. In addition, some RAN nodes or cells cannot afford the service level agreement (SLA) of the requested network slices due to function limitations in terms of capability limitation, available RATs etc. Therefore, it is possible that each RAN node cannot deploy all the network slices per PLMN. As illustrated in the Figure 1, network slice 1 is deployed in RAN node A and B while network slice 3 can be supported by RAN node A, B and C listed here. It is straightforward to consider the slices availability for enhanced UE mobility.
Observation 1: Different RAN nodes may be deployed by different pre-configured network slices depending on business and planning factors.
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Figure 1. Illustration of deployment of different network slices
2.2
Slicing-based mobility
In case a RAN node cannot deploy all pre-configured network slices, it is better for RAN to enable network slice discovery to ensure the slicing-based mobility in the following two cases:
Case 1: In order to access the network slice that the UE wants/needs, we suggest the RAN provide the slice(s) availability including its supported slices and even its neighbouring RAN node/cell to the UE via air interface in advance. The UE may consider the slice availability and perform cell-reselection to make sure it is able to access the network slice.
Case 2: When UE handover is triggered, the source node/cell should be aware of slice(s) availability of neighbours for on-going slice service continuity of the UE. Neighbours should exchange slice(s) availability on the interface connecting two nodes, e.g. Xn interface between gNBs. It should be possible that handover decision is made by in consideration of the specific slice or the slice type associated with the UE. 
Note that the dimensions indicating a network slice is FFS pending to SA2. In addition, the service(s) corresponding to a network slice supported by the visited RAN node is possible to be provided through CN-UE signalling for service/session establishment such as service type, APN, etc, which is believed beyond RAN aspects. The granularity of the slice availability is pending to SA2 discussion, e.g. whether there will be any grouping possible and whether the UE will be aware of this grouping. 
Observation 2: The granularity of the slice availability is pending to SA2 discussion.
Proposal 1: The RAN may need to inform slice(s) availability to the UE and to neighbours.

2.3
Announcement of slice availability
According to agreement in last RAN2 meeting [5], only Minimum system information (SI) may be broadcasted periodically which enables the UE to perform network/cell selection and to initiate random access, in order to reduce the inefficiency drawbacks and signalling overhead of SI in LTE system. Other SI may be delivered through UE-specific signalling. Therefore, it should be cautious to consider broadcast slice(s) availability. 
· Pros: Once each RAN node/cell announces supported slices so that a UE in the IDLE mode that has been registered to certain slice(s) e.g. IoT will check the availability of those slice(s) and then decides which network to select and which cell to camp at the time of network/cell selection. Obviously, the kind of granularity of announcing slice(s) availability, for instance, coarse slice types as eMBB, URLLC and mMTC, or fine slice types as eMBB-1, eMBB-2 or specific slice identifier have significant impact on benefit gains of cell selection/reselection and slice selection. 
· Cons: The solution of broadcast of slice(s) availability maybe not scale well with the potential growth of slice support in the future. Provided that the terminal only need to access a limited number of slices, e.g. IoT devices or vehicles, the use of broadcast will probably result in a potential waste of radio resources while increasing the complexity of such certain types of terminals. In addition, with the introduction of the new RRC state in NR, the need to move UEs to the IDLE mode will be hence reduced, which also weakens the necessity of announcing the slice(s) availability in the camped cell. 
There are some other alternatives to inform slice(s) availability to the UE besides announcement in Minimum SI. For instance, it is responsible for the core network to assign a default or common network slice in the camped cell to the UE during initial attach procedure. Then, it should be possible for the RAN to deliver dedicated slice-related information including its supported slices and even its neighbouring RAN node/cell through UE-specific signalling while taking UE provided information if available, e.g. UE capability, UE Usage Type, location etc, into account. Therefore, the UE would consider slices availability to perform IDLE mode mobility (cell reselection) and CONNECTED mode mobility (handover) to make sure that it is able to access the desired slice.
Proposal 2: The procedure of how to inform UE of the slice(s) availability needs to be studied with RAN2. 

3
Conclusions
This paper responds to previous email discussion from SA2 on RAN announcing supported network slice(s) availability and proposes to capture the RAN support of network slice discovery in key principles for support of network slicing in RAN3 TR.
Observation 1: Different RAN nodes may be deployed by different pre-configured network slices depending on business and planning factors.

Observation 2: The granularity of the slice availability is pending to SA2 discussion.
Proposal 1: The RAN may need to inform slice(s) availability to the UE and to neighbours.

Proposal 2: The procedure of how to inform UE of the slice(s) availability needs to be studied with RAN2. 
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Annex: text proposal for TR 38.801
9.1
Key principles for support Network Slicing in RAN
The following key principles apply for support of Network Slicing in RAN.
RAN awareness of slices
-
RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 

Editor’s note: It is still FFS if 3GPP will still additionally want to standardize a few basic slices and the network functions that comprise them (e.g. eMBB, Massive MTC).
Selection of RAN part of the network slice
-
RAN shall support the selection of the RAN part of the network slice, by a slice ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.

Editor’s note: How the UE gets this unambiguous slice ID is FFS and to be decided with SA2. The ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE.

Editor’s note: it is FFS how the RAN verifies that the UE is authorized to select the slice and when this verification happens. 

Editor’s note: It is FFS if the RAN may also select the slice based on specific resources accessed by the UE.
Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

Editor’s note: How RAN handles the requirements coming from the service level agreements is to be discussed with SA2. 
Support of QoS
-
RAN shall support QoS differentiation within a slice.

Editor’s note: It is FFS if RAN shall additionally support QoS enforcement independently per slice.
RAN selection of CN entity
-
RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice ID and a mapping in the RAN node (CN entity, slices supported). If no slice ID is received, the RAN selects the CN entity based on NNSF like function, e.g. UE temporary ID.

Resource isolation between slices
-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice

Editor’s note: Resource isolation needs to be clarified: It is unclear if resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is unclear if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.
Support of network slice discovery (FFS)
-
RAN informs the slice(s) availability to the UE and to the neighbour gNB/eLTE eNB for slicing-based mobility.

Editor’s note: The granularity of slice(s) availability is pending to SA2. How to inform UE of the slice(s) availability is FFS, decided with RAN2.
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